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Prosody simultaneously encodes different kinds of information about an utterance, including the type of speech act
(which, in English, often affects the choice of intonational tune), the syntactic constituent structure (which mainly
affects prosodic phrasing), and the location of semantic focus (which mainly affects the relative prosodic promi-
nence between words). The syntactic and semantic functional dimensions (speech act, constituency, focus) are

orthogonal to each other, but to which extent their prosodic correlates are remains controversial. This paper reports
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on a production experiment that crosses these three dimensions to look for interactions, concentrating on interac-
tions between focus prominence and phrasing. The results provide evidence that interactions are more limited
than many current theories of sentence prosody would predict, and support a theory that keeps different prosodic

Focus dimensions representationally separate.
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1. Introduction

Sentence prosody encodes several different types of infor-
mation, which are in principle orthogonal to each other. A
speaker can make independent decisions about the speech
act that they want to perform (which depends on their conver-
sational goals), about the constituent structure of their utter-
ance (which depends on the message they want to encode),
and about which part of their utterance they want to highlight
(which is influenced by what’s new and what’s given in the con-
text). These decisions will affect the choice of intonational tune,
prosodic phrasing, and prosodic prominence. However, the
functional dimensions may not cleanly map in a one-to-one
fashion to these prosodic dimensions. For example, many cur-
rent accounts of how focus affects prosody in English assume
that both prosodic prominence and prosodic phrasing are
affected by it. More generally, theories of sentence prosody
vary in the types of interactions between the dimensions they
implicitly or explicitly posit.

One idea of how different syntactic and semantic factors
can simultaneously affect sentence prosody is that they each
independently influence the prosodic pattern of an utterance
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in an additive way. This is essentially the assumption in so-
called ‘overlay’ models (Bailly & Holm, 2005; Fujisaki, 1981;
Gerazov, Bailly, Mohammed, Xu, & Garner, 2018; Mobius,
1993; Ohmann, 1967; Xu, 2005), in which separate functions
compose to form the overall acoustic contour of a sentence.
For example, Ohmann (1967) argues that the choice of lexical
pitch accent on a word and the choice of intonational tune in a
sentence each independently affect the Fy-contour of utter-
ances in Swedish. Xu (2005) argues that focus and grouping
can independently affect the F, in addition, as illustrated in
Fig. 1. Overlay models are in principle compatible with interac-
tions. However, there is no prediction what these interactions
should be. For example, they make no predictions about
whether and how a change in the location of focus (the ‘focal’
function in Fig. 1) and the prosodic reflexes of constituent
structure (the the ‘grouping’ function in Fig. 1) should interact
with each other.

A very different conception of how these factors combine to
shape the overall prosody of an utterance is assumed in most
phonological models of sentence prosody (e.g. Ladd, 1980;
Pierrehumbert, 1980; Selkirk, 1984), and embodied in the ToBI
transcription of North American English (Beckman & Ayers
Elam, 1997; Beckman, Hirschberg, & Shattuck-Hufnagel,
2005). These accounts are often referred to as the
Autosegmental-Metrical Model of sentence prosody (‘AM-
Model’, cf. Ladd, 2008). They are based on a metrical repre-
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Fig. 1. The Penta model: Parallel encoding of different functions in the speech signal (from Xu, 2005).

sentation that aligns with the segments of an utterance but s in
principle independent of it. While in overlay models, the func-
tional dimensions, for example syntactic constituent structure,
directly influence the output signal, they do so only indirectly in
AM-models. The metrical representation is assumed to consist
of a hierarchy of phonological constituents. An example of
such a prosodic hierarchy from Selkirk (1986), 384 is given
in Fig. 2 (we added the Greek letters that are often used to
refer to each level, see Féry, 2013). Note that the ‘phonological
phrase’ is often called ‘intermediate phrase’ instead, e.g. in the
ToBI model of American English.

In this model, various factors influence the precise prosodic
structure. The effect of syntactic constituent structure, for
example, may affect the location of phonological and intona-
tional phrase boundaries. Existing phonological models of sen-
tence prosody implicitly or explicitly ‘build in’ specific
assumptions about interactions between the different factors
influencing sentence prosody. For example, focus is often
assumed to influence not just prominence, but also phrasing.
The idea is that post-focal material remains unaccented and
is ‘dephrased’ (a term from Jun & Fougeron, 2000), meaning
that it becomes part of the intonational phrase along with the
preceding focused material.

This idea was already implicit in the model of English into-
nation proposed in Pierrehumbert (1980). For example,
Pierrehumbert (1980, 265) observes that the question in
(1a), with neutral focus, often contains an intonational break
between the subject and the VP, as indicated by the percent
sign in the example. This break effectively signals that the
material within the VP forms a constituent to the exclusion
of the subject. This boundary seems to vanish, however,
when prominence is shifted to the subject, as in (1b), where
the entire question is mapped to a single intonational and
intermediate phrase. The rise for the intonational phrase
boundary is realized at the end, and the rise for the interme-
diate phrase boundary starts right after the low pitch on Man-
itowoc. This rendition of the question with main prominence
on Manitowoc would be adequate as a way to challenge
someone else’s contextually salient claim that Every small
town has a library:

(1) a Does Manitowoc % have a library?

b Does Manitowoc have a library?

( Phonological Utterance
( )( Intonational Phrase (¢)

( )( )( Phonological Phrase (¢))
( )( ) ( ) ( W ) Prosodic Word (w)
(D) ) () (- ) (—— )()(——) Foot (%)

(D) () () () (D) () (DI () Syllable (o)

~

Fig. 2. The Prosodic Hierarchy according to Selkirk (1986, 384).

The reason behind the assumption that phrasing in the
post-focal domain must be erased is that certain categories
of phrases (such as intonational or intermediate phrases) are
assumed to necessarily require tonal events—which, the
assumption is, cannot be realized post-focally. In general, it
should not be possible then to realize phrasing distinctions
within the VP if focus is placed on the subject, since the tonal
events that cue these phrasing distinctions are not available in
an unaccented stretch. The assumption that phrasing is neces-
sarily cued by tonal events is fairly standard in the AM litera-
ture. Beckman (1996), for example, argues that “[...] there
must be at least one pitch accent somewhere in every (proso-
dic) phrase [...]". Hence in the post-focal domain, where pitch
accents are typically absent, phrasing distinctions should be
neutralized.

The question of whether and how focus-induced promi-
nence effects interact with the prosodic phrasing remains cen-
tral in deciding between current theories of sentence prosody,
and is the main research question of this paper. In an earlier
test of the claim that early focus obliterates later phrasing dis-
tinctions, Norcliffe and Jaeger (2005) found that durational
cues for phrasing in the post-focal part of sentences remain
intact. More empirical evidence against (complete) post-focal
dephrasing in a variety of languages can be found in Féry
(2010), Hayes and Lahiri (1991), Ishihara (2003, 2007,
2016), Jun (2011), Jun and Fougeron (2000), Kugler and
Féry (2017), Sugahara (2003). If true, this is as expected in
overlay approaches, and are also compatible with phonologi-
cal models that do not conflate focal prominence and phrasing.
More generally, how various functional dimensions interact can
decide between different models of sentence prosody.

In the following section, we report on prior findings regard-
ing the prosodic realization of the different functional dimen-
sions (speech act, constituency, focus). In Section 3, we
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report on a production experiment with a factorial design that
crosses the three functional dimensions in order to see how
they interact in their prosodic effects. Section 4 will describe
an additional analysis using an automatic classification with
random forests, which will contribute further insights. We con-
clude with a discussion of the theoretical implications of our
findings for the phonological representation of sentence
prosody.

2. Three dimensions

Focus, syntactic constituent structure, and type of speech
act each affect sentence prosody in systematic ways (Ladd,
2008). In this section we will review how the three functional
dimensions affect prosodic prominence, prosodic phrasing,
and choice of intonational tune, and also point to some poten-
tial interactions.

2.1. Focus and prosodic prominence

In English and many other languages, the prosody of an
utterance can be affected by whether a sub-constituent is
marked as contextually contrastive or as contextually given
(see Krifka, 2008, for a review of these notions).

(2) A: Jane dove into the water.
B: # Then Dillon dove into the water.
B’: Then Dillon dove into the water.

In A’s initial assertion, both the words Jane and water typi-
cally would carry a pitch accent. In the response to A, however,
the VP cannot include a clear and salient accent on water, and
prominence has to shift to the subject Dillon, as in B"s
response. How can we explain this?.

Could we simply say Dillon receives a contrastive accent in
(2) because it contrasts with Jane, and that this somehow oblit-
erates accents later in the utterance? This characterization
would not be sufficient. In the following exchange, there would
be no focus prosody in B’s utterance, although the two noun
phrases, Jane and Dillon, contrast here as well:

(3) A: Jane sat down.
B: # Then Dillon dove into the water.
B": Then Dillon dove into the water.

The crucial difference to the prior dialogue is that dove into
the water is not previously mentioned here. Could we say
instead then that for the prominence shift to obtain, dove into
the water has to be contextually given? This also seems
insufficient:

(4) A: Dillon dove into the water?
B: Dillon dove into the water.
B': # Dillon dove into the water.

While repeating the whole sentence may not be the pre-
ferred way to convey a positive response, it is certainly a pos-
sible one. However, placing focus prominence on Dillon and
reducing VP is impossible here, although the VP is contextu-
ally given. It is possible only if B wants to evoke a contrast
to somebody other than Dillon who did or did not jump into

the water. The fact that we infer that such a contrast is evi-
dence that focus prominence on Dillon in fact requires a con-
trast to Dillon as as well as requiring that the VP is
contextually given. The correct generalization is that this pro-
sody requires a contrasting alternative of the form x dove into
the water.

So in order to state the correct generalization about focus
prosody, we need to refer both to what's contrastive (the mate-
rial that is substituted in the antecedent), and to what’s given
(the material that is already present in the antecedent). And
both contrastive and given material is acoustically affected
by focus: Contrastive material is prosodically boosted, given
material prosodically reduced (Breen, Fedorenko, Wagner, &
Gibson, 2010; Eady & Cooper, 1986, i.a.)."

Rooth (1985, 1992), building on ideas in Chomsky (1971)
and Jackendoff (1972), proposed an influential theory of
how to account for such focus and givenness effects. At
the heart of this account is the notion that each constituent,
in addition to its semantic denotation, comes with a set of
alternative meanings (in the trivial case, just the meaning
of the constituent itself). A second ingredient of this theory
is the syntactic operator ~, which can attach to any con-
stituent and operates over its alternatives. It introduces the
presupposition that a set of alternatives to this constituent
is contextually salient. The antecedent alternatives have to
be identical to the constituent ~ attaches to, modulo
substitutions of constituents that bear a syntactic F-marker.
In this theory, B’s response in (2) would be represented
as follows:

(5) Then [[Dillon]g dove into the water]~

For the presupposition of ~ to be satisfied in (5), there must
be a contextually salient set of semantic alternatives of the
form x dove into the water, where x stands in for one or more
contextually relevant alternatives to Dillon. One can character-
ize the prosodic effect of ~ as follows: F-marked material
within the scope of ~ (‘material marked as focused’) is prosod-
ically boosted, while non-F-marked material in the scope of ~
(‘material marked as given’) is prosodically reduced (cf. Rooth,
1992; Truckenbrodt, 1995). This can be thought of as a con-
straint on the relative prosodic prominence between con-
stituents: Focused constituents need to be more prominent
than given constituents (cf. Blring, 2016; Reinhart, 2006;
Szendroi, 2003; Wagner, 2005; Williams, 1997). The focus pre-
supposition in (2), for example, is encoded by flipping the rela-
tive prominence relation between subject and VP. Whereas by
default, the VP must be more prominent than the subject, the
focus structure in (2) has the effect that the subject ends up
more prominent than the VP.

This notion of ‘relative prominence’ is of course not an inno-
cent assumption. An important question for prominence-based
approaches to focus-marking is whether the notion of relative
prominence is directly entwined with the notion of prosodic
phrasing, which also affects perceptual prominence. Our data

" While the arguments given here are hardly sufficient to show this conclusively, see
Klassen and Wagner (2017) for a series of experiments that support the conclusion that
prominence shifts necessarily require contrastive alternatives.
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will provide new insights on this question, which we will dis-
cuss in detail the final section of the paper. 2

Prior studies have shown that the phonetic realization of
focus prominence in English involves an increase in duration,
maximal pitch, pitch range, and intensity of the stressed sylla-
ble of the focused constituent, and a reduction in duration,
pitch range, and intensity on the material following the focused
constituent (Breen et al., 2010; Cooper, Eady, & Mueller, 1985;
Eady & Cooper, 1986, i.a.). The pitch range reduction has
been reported to manifest itself differently depending on the
intonational tune of an utterance. In a declarative utterance,
pitch usually drops right after the accented syllable of the
focused constituent and remains low throughout the post-
focal domain. In an utterance with a rising question intonation,
pitch usually rises right after the focused constituent and
remains high throughout the entire post-focal domain.

The phonological interpretation of this post-focal reduction
varies in the literature. While prior analyses often assume that
post-focal constituents are completely deaccented and without
any tonal targets, there are several reports of pitch movements
in the post-nuclear domain, starting with Pierrehumbert (1980,
223), who observed post-nuclear ‘echo accents.” Findings of
this type have lead some authors to posit that post-focal reduc-
tion does not obliterate pitch targets altogether, but rather, it
may simply compress pitch events to a more narrow range
(e.g. Ishihara, 2003, 2016; Kugler & Féry, 2017; Sugahara,
2003). Another interpretation of at least some post-nuclear
tonal events are that they are the reflex of (intermediate)
phrase-accents, and align with metrically prominent syllables
(see Grice, Ladd, & Arvaniti, 2000, for a detailed discussion
of phrase accents).

Our main research question here is how focus prominence
affects prosodic phrasing, and more specifically whether the
cues to phrasing are obliterated, or at least diminished, in the
post-focal domain. In order to better understand why such an
effect might be expected, let’s look at how prosodic phrasing
is assumed to come about.

2.2. Syntactic constituent structure and phrasing

Syntactic constituent structure affects the durational pattern
of utterances, such that prosodic domains (such as the phono-
logical phrase or the intonational phrase) often comprise words
that form syntactic constituents and exclude words that are not
part of the constituent. Hence, prosodic phrasing often
encodes syntactic constituent structure. Lehiste (1973)
demonstrated this convincingly in a study looking at whether
globally ambiguous sentences are acoustically differentiated
when said aloud. While some structural ambiguities were not
reliably disambiguated (e.g., PP attachment ambiguities),
others were. An example are coordinate structures:

2 There are different accounts of how the phonological reflexes of focus marking that do
not require a notion of relative prominence. Schwarzschild (1999), for example, argues that
all and only F-marked words carry a pitch accent. The assumption fails to explain
asymmetries between the last (or ‘nuclear’) accent of an utterance and prior accents.
Welby (2003) found that the presence of prenuclear accents do not come with the
interpretive effects of focus, while the presence of the nuclear accent does. These
asymmetries make sense if relative prominence is what's crucial, and if, other things being
equal, final constituents are more prominent than earlier constituents. We return to this
below. Another weakness of this account is that it fails to explain how focus can still be
encoded in the absence of any pitch accents, such as in instances of second-occurrence
focus (Baumann, 2016; Buring, 2016).

(6) a. (Steve or Sam) and Bob will come.
b. Steve or (Sam and Bob) will come.

One central finding was that the length of the underlined
words of these coordinate structures was increased if they
contained a syntactic constituent boundary (marked with a
parenthesis here). There are multiple durational lengthening
effects that contribute to these differences. Klatt (1975) found
that syllables that occur at the end of syntactic constituents
are substantially lengthened. Many studies since have sup-
ported the presence of domain-final (or pre-boundary) length-
ening in English and other languages (Byrd & Saltzman,
1998; Byrd & Saltzman, 2003; Cho, 2016; Cho & Keating,
2001; Price, Ostendorf, Shattuck-Hufnagel, & Fong, 1991;
Shattuck-Hufnagel & Turk, 1996; Wightman, Shattuck-
Hufnagel, Ostendorf, & Price, 1992). In the coordinate struc-
ture in (6a), Sam would be longer compared to the structure
in (6b) because it occurs at the end of a larger syntactic unit.
Turk and Shattuck-Hufnagel (2007) found the boundary-
induced lengthening affects both the final syllable before the
boundary as well as the last accented syllable preceding it.

Wagner (2005) investigated durational effects in coordinate
structures in more detail, and found that there is also a speed-
up in words that occur at the beginning of a phrase, compared
to the durations observed in a simple list structure without inter-
nal syntactic branching. A second finding of interest was that
the degree of pre-boundary lengthening induced by syntactic
junctures within an utterance is often much greater than the
final lengthening observed at the end of an utterance. In coor-
dinate structures similar to (6), the durational difference in the
final words in coordinate structure (in our example the name
Bob) did not show a high variation depending on its position
in the structure, and generally showed a duration more compa-
rable to utterance-internal words that were not phrase-final.

The distribution of pauses provides a further cue to syntac-
tic grouping. Pauses have been reported as correlating less
well with syntax than duration (Gollrad, 2013), probably
because they can also be due to other cognitive factors, such
as lexical retrieval or other types of processing difficulty
(Goldman-Eisler, 1972). Grosjean and Collins (1979) con-
ducted an experiment in which participants read sentences
at different speech rates. They added the average pause-
length between each set of two adjacent words. They could
then derive a hierarchical tree structure of these sentences
based on the phonetic closeness of pairs of adjacent words.
These trees closely matched participants’ intuition about how
they would group these words. Gee and Grosjean (1983) pro-
pose a prosodic interpretation of these effects, such that the
length of a pause between two words can be a cue to whether
and to what extent they phrase together prosodically. Within
the ToBI system of intonation, pauses are viewed as evidence
as to whether there is an intonational phrase break (high like-
lihood of a pause) or an intermediate phrase break (lower but
non-zero chance of a pause). It also includes a category
(break-index 2) which is used when either a pause is present
but a tonal boundary signal is absent, or when a tonal bound-
ary signal is present but the disjuncture sounds ‘weaker than
expected’ for an intermediate or intonational phrase break
(Beckman & Ayers Elam, 1997, 35). There is some evidence
that pre-boundary lengthening and pauses are perceptually



M. Wagner, M. McAuliffe /Journal of Phonetics 77 (2019) 100930 5

integrated into a single percept of juncture. Martin and James
(1970, 1971) found that listeners report hearing pauses
although there were no unfilled pauses in the signal when
there was syllable lengthening just before the perceived
juncture.

Apart from final (or pre-boundary) lengthening and pause
placement, phrasing has additional durational effects due to
domain-initial  strengthening (Cho, 2002, 2016; Cho,
McQueen, & Cox, 2007, 2011; Fougeron & Keating, 1997;
Keating, 2006; Keating, Cho, Fougeron, & Hsu, 2003;
Lavoie, 2001). Domain-initial strengthening occurs at the
beginning of prosodic domains, and the degree of strengthen-
ing increases cumulatively with the strength of the prosodic
boundary. Fougeron and Keating (1997) investigated initial
strengthening in arithmetic expressions:

(7) (89 + 89 + 89) * 89 = a Iot.

Participants were recorded using so-called ‘reiterant’
speech, which mimics the structure of such arithmetic
expressions:

(8) (nonono no nonono no nonono) no nonono equals a lot

The results showed that nasal onsets were realized with
more linguo-palatal contact at the beginning of larger prosodic
phrases, which also resulted in a longer duration of these
nasals. Similar results were reported from an acoustic study
of VOT in Korean in Jun (1993). Keating et al. (2003) reviews
cross-linguistic evidence showing that such initial strengthen-
ing effects are pervasive.

Apart from durational cues, there are also Fq cues to phras-
ing. The most important reason why F, often provides cues to
phrasing are boundary tones (Ladd, 2008; Pierrehumbert,
1980, i.a.). Interestingly, Gollrad (2013) found in a series of pro-
duction and perception experiments that Fq related cues to
boundaries are important when conveying intonational phras-
ing, but less important when conveying (smaller) phonological
phrase boundaries.

In addition to affecting boundary-tone placement, prosodic
phrasing has also been reported to affect the relative scaling
of pitch accents (Ladd, 1988). These scaling effects are often
attributed to an adjustment of a reference line for pitch that is
sensitive to prosodic phrasing. The idea is that individual tonal
targets are scaled relative to this reference line. Ladd (1988)
coordinated sentences as a way to probe for pitch scaling
effects and found clear scaling effects between intonational
phrases:

(9) a. Ryan has a lot more money, (but Warren is a stronger cam-
paigner and Allen has more popular policies).
b. (Ryan has a lot more money and Warren is a stronger cam-
paigner), but Allen has more popular policies.

Ladd (1988) reports that in structures of the type in Example
(9a), the pitch level on the last conjunct (Allen has more popu-
lar policies) was down-stepped relative to the conjunct that pre-
cedes it (Warren is a stronger campaigner), which in turn is
down-stepped relative to the first (Ryan has a lot more money).
In Example (9b), on the other hand, the pitch-level in both the
second and third conjunct are down-stepped relative to the

first. Ladd takes these scaling differences to motivate a hierar-
chically organized metrical representation with recursively
nested intonational phrases. van den Berg, Gussenhoven,
and Rietveld (1992) show similar scaling effects in coordinate
structures involving place names. More evidence for pitch scal-
ing is discussed in Fery and Truckenbrodt (2005), Féry and
Kentner (2010), Kubozono (1989, 1992), Kentner and Féry
(2013), Petrone et al. (2017), Truckenbrodt and Féry (2015),
van den Berg et al. (1992).

Intensity is often not considered as a cue to phrasing. For
example Price et al. (1991) and Wightman et al. (1992) explore
pitch and durational cues, but make no reference to intensity.
Streeter (1978) considered amplitude as a cue for boundary
perception, but concluded it is only of minor importance.

One reason why intensity is often disregarded may be that
existing correlations between phrasing and intensity could be
chalked up as an automatic consequence of exhalation, rather
than an actively controlled cue. A drop in intensity over the
course of an utterance is expected because exhaling reduces
sub-glottal pressure (Bjorklund & Sundberg, 2016). There are
indeed many reports that intensity tends to decrease through-
out an utterance. Pierrehumbert (1979) reports experimental
evidence for such a down-drift, and also that it interacts with
the perception of prominence in perception: Failing to
decrease intensity on later constituents provides a cue for
prominence.

There is some indication, however, that speakers might
actively control intensity in order to cue prosodic phrasing.
Trouvain, Barry, Nielsen, and Andersen (1998) provides an
example of how intensity can be used as a cue for a phrase
break in English. In a production study on prosodic phrasing
in German, Poschmann and Wagner (2016) found that inten-
sity is a cue to phrasing comparable in reliability to pre-
boundary lengthening, such that intensity is adjusted high at
the beginnings of phrases and then drops toward the end of
the phrase. This was found to be a cue for phrasing distinctions
even utterance-medially, so the scaling of intensity did not
appear to be simply a result of the drop in sub-glottal pressure
while exhaling.

One important aspect of intensity in speech is that it closely
correlates with pitch. For example, speakers raise Fy when
aiming to talk louder for about a half semi-tone per db
(Gramming, Sundberg, Ternstrom, Leanderson, & Perkins,
1988). See also the discussion in Vaissiere (1983). But this
is not a physical necessity, speakers can in principle also talk
louder while holding pitch constant. The heightened air-flow
may just naturally increase the frequency of vocal fold vibration
unless a speaker counter-acts that tendency. This raises the
possibility that some variability of pitch due to phrasing (such
as pitch-accent scaling) may actually be a passive conse-
quence of an active manipulation of intensity by the speaker,
or may just be used to enhance the primary cue of intensity.
Our results support the conclusion that intensity is an important
cue to phrasing in English.

2.3. Speech act and intonational tune

Intonational tunes vary depending on the speech act that an
utterance performs. The choice of intonational tune is typically
assumed to affect only the tonal events of an utterance. For the
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present study, only declarative falls and the rises frequently
used in polar questions are relevant. One distinguishing fea-
ture between these two tunes is that they end in different
boundary tones, an L% in the case of the declarative fall and
an H% in the case of interrogative rises. The interrogative rise
is typically used in polar questions, it can also be used in wh-
questions (Hedberg, Sosa, & Gorgull, 2014); the declarative
fall is typically used in declarative assertions and wh-
questions, but sometimes also in polar questions. The seman-
tic differences between these tunes remains an open research
question (see Truckenbrodt, 2012, for a review).

The rise in polar questions and the final fall in declaratives
often seems to start right after the pitch-accented syllable,
rather than at the end of a phrase or the utterance. This is often
attributed to there being ‘phrase accents’ in addition to the final
boundary tones as part of these tunes, following
(Pierrehumbert, 1980). These are today usually taken to be
boundary tones of intermediate phrases, even though they
are realized right after the pitch-accented syllable (see Grice
et al., 2000, for a review and empirical evidence in favor of
phrase accents, but see Barnes et al., 2010 for a different
interpretation).

Finally, the two tunes also differ in the pitch accents that are
placed on accents words within an utterance. The English
question rise is usually used with L* pitch accents, while the
English declaratives fall usually with H* or H*L pitch accents,
although other combinations are possible (Pierrehumbert &
Hirschberg, 1990). Duration and intensity may also be cues
to differentiate different intonational tunes, but they are often
not considered—our results will show they, too, can distinguish
different contours.

2.4. Interactions

The central research question of this paper is how cues to
focus prominence and cues to prosodic phrasing interact.
More specifically, we are interested in the question of whether
prosodic phrasing remains intact in the post-focal domain.
There is some prior work that suggests that at least durational
cues remain intact postfocally in English (Norcliffe & Jaeger,
2005) (see lIshihara, 2003, 2016; Jun & Fougeron, 2000;
Kugler & Fery, 2017; Sugahara, 2003, for relevant results in
other languages). The question of whether pitch cues to phras-
ing are used in the post-focal domain is still unresolved,
although there are studies that suggest that the often-made
claim that there are no tonal targets in the post-focal domain
might not be accurate at least in some languages (Kugler &
Féry, 2017; Xu, 2005). It is possible that post-nuclear tonal per-
turbations are due to phrase accents that do not constitute full
pitch accents—we will return to this issue in the final
discussion.

While prosodic phrasing, just as focus prominence, affects
duration, intensity, and Fo, among other cues, their precise
effects differ phonetically in where exactly in the signal they
occur (Beckman & Edwards, 1992; Cho & Keating, 2009;
Cho, Lee, & Kim, 2011; Edwards, Beckman, & Fletcher,
1991). For example, phrase-final lengthening mostly affects
the final syllable, while lengthening due to prominence mostly
affects the accented syllable. And yet the effects of accentual
lengthening spill over into following unstressed syllables (Turk

& Sawusch, 1997) and final lengthening can also affect the
accented syllable (Turk & Shattuck-Hufnagel, 2007). There
are also good reasons to think that prosodic phrasing might
be affected by focus more directly. In many languages, focus
appears to affect phrasing decisions (Féry, 2013, and refer-
ences therein). Conversely, phrasing also seems to affect our
percept of prominence. In Lehiste’s coordination examples in
(6), Sam seems intuitively more prominent when at the end
of a prosodic phrase as in (a) than at the beginning, as in
(b). Various models have claimed that this is why focus affects
phrasing: foci like to align with the edges of prosodic phrases
because it makes them more prominent (Buring, 2010;
Truckenbrodt, 1999). This idea fits well with the Roothian
prominence-based approach to focus (but see Féry, 2013, for
a different perspective).

We are also interested in other types of interactions. The
choice of intonational tune, which is affected by the type of
speech act, might also interact with how phrasing is encoded.
For example, utterances with question rises might have very
different phrasing-related pitch accent scaling effects. The
question whether and how pitch-accent scaling is used in
questions has also not been previously explored, as far as
we know, although there is work on the realization of prosodic
boundaries in questions as opposed to declaratives.> There
could also be interactions between the choice of tune and the
marking of focus. According to Rooth’s theory of focus, the
choice of intonational tune should in principle be orthogonal to
the prosodic effects of focus. But recently, such interactions
have been found: (Goodhue, Harrison, Su, & Wagner, 2016)
found that focus prominence is almost never used when the
Contradiction Contour is chosen, but in the same context is used
very frequently when a declarative fall is used. Schloder (2018)
argues that focus prominence is used differently with the rise-
fall-rise contour.

Finally, while the role of intensity is often considered in stud-
ies of focus prominence, its role in cueing phrasing or intona-
tion has not been given much consideration in the literature.
While many prior studies have looked at the role of intensity
as a cue for prosodic prominence, we are not aware of work
that looks at how this interacts with the choice of tune or
phrasing.

Having reviewed some key findings about cues to all three
dimensions, and some particular claims about interactions
between them, we can now turn to our experiment. The study
crosses all three functional dimensions and aims at establish-
ing how independently or interactively they affect the output
prosody.

3. The experiment

By crossing the three functional dimensions (speech act,
focus, constituent structure), we will be able to see their individ-
ual phonetic import on the signal, as well as whether they inter-
act with each other. Prior studies have usually only
manipulated one dimension at a time, or at most two. Eady
and Cooper (1986), in their classic study on sentence prosody,

3 A reviewer pointed us to Feldhausen (2016), who found that in Spanish, while
dislocated topics typically end with a rise in declaratives, in questions they often end with a
fall and are obligatorily followed by a pause.
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looked at focus and type of speech act (question vs. declara-
tive), for example. We are interested here in whether the con-
tribution of all three functional dimensions can be successfully
retrieved from the acoustics, or whether the effect of one
dimension sometimes neutralizes the effects of the other. Of
special interest is the question of whether acoustic cues to
phrasing remain intact in the post-focal domain.

3.1. Speech materials

For our manipulation of constituent structure, we used coor-
dinated names (following Féry & Kentner, 2010; Kentner &
Feéery, 2013; Lehiste, 1973; Petrone et al., 2017; van den
Berg et al., 1992; Wagner, 2005). The intended syntactic con-
stituent structure was indicated by the placement of commas.
(10) illustrates an example with left-branching ([AB]C), and
(11) illustrates right-branching (A[BC]):*

(10) Declarative, Focus on Conjunct B, Left-Branching:
You said that Megan and Dillon, or Morgan would help. But in
fact we were told that Megan, and Laureng, or Morganc would
help.

(11) Declarative, Focus on Conjunct B, Right-Branching:
You said that Megan, and Dillon or Morgan would help. But in
fact we were told that Megan,, and Laureng or Morgan¢ would
help.

We varied the type of speech act simply by using a period at
the end of the target utterance as in (10) and (11), indicating
that it was intended as an assertion, or alternatively a question
mark (12), indicating that it was intended as a polar question.
We expected that participants would produce a rising intona-
tion for questions, since this is the canonical intonation for
polar questions in American English (Hedberg, Sosa,
Gorgllii, & Mameni, 2010; Ladd, 2008).°

(12) Interrogative, Broad Focus, Left-Branching:
You said that Dillon would help. But now it turns out that Megan,
and Laureng, or Morganc would help?

For the manipulation of focus, we varied the location of a
contrast in the two clauses that the speakers produced. For
example, in (10) and (11), the second part of the utterance con-
trasts with respect to the choice of the second name (focus on
B, or ‘second focus’), while in (12) the entire coordinate struc-
ture in the second clause contrasts with Dillon in the first
clause, so the entire coordinate structure is focused (‘broad
focus’). Many papers on prosodic focus marking distinguish
different types of focus (e.g. Gussenhoven, 2007). Our declar-
ative examples can best be characterized as ‘corrective focus’
(cf. Ladd, 2008; Vander Klok, Wagner, & Goad, 2018). Our
interrogative examples are similar, in that they involved echo

4 See the Supplementary materials for a complete list of the stimuli.

5 Eady and Cooper (1986), who also were interested in focus realization in rising
question tunes, looked at declaratives vs. wh-questions instead. This seems like a risky
choice, however. Most polar questions in American English are realized with a rising
intonation, and especially those with declarative syntax are very likely to, in order to avoid
confusion with a declarative interpretation; wh-questions, on the other hand, are realized
with a falling intonation (Hedberg et al., 2010). Nevertheless, Eady and Cooper (1986)
report that most of their participants produced a rising intonation for they wh-questions—
this may have been due to explicit instruction. Our participants were not instructed to use
rising intonation for our polar questions, but did so nevertheless, almost always.

questions, which are closely related to corrective focus in
declaratives.

Overall, the experiment involved two different types of
speech acts (question vs. declarative), four focus conditions
(focus on conjunct A, B, or C, or broad), and two different con-
stituent structures for the coordination (A[BC] vs. [AB]C), for a
total of 16 conditions. We had four different item sets varying in
these 16 conditions, that differed in lexical content, for a total of
64 different target sentences.

3.2. Procedure

The experiment was conducted in a sound-attenuated booth
at McGill, using a Logitech H390 headset. Speakers were
instructed that the study is about speech production, but were
not told that we were specifically interested in prosody and into-
nation. The experiment was conducted using Matlab scripts
developed in our lab for running simple production and percep-
tion experiments. On the first screen, participants saw instruc-
tions about the experiment. They were asked for each trial to
first read the target sentences silently, and to proceed with the
recording when they felt ready to be recorded. They were
instructed to ‘say the sentences as naturally as possible, as if
you were saying them to a friend in an everyday conversation.’
Each utterance consisted of two parts, a set-up sentence and
the target sentence. Participants did not get the option of rere-
cording if they felt unhappy with their first try.

Every participant was recorded on all 64 sentences. The
manipulation of speech act was done between two experimen-
tal sessions of 32 trials each, which were separated by trials
from a filler experiment. About half of the participants were first
run on the questions, and the other half were first run on the
declaratives. In each session, trials were presented in a
pseudo-randomized order maximizing the distance between
trials from the same item set, and only allowing maximally
one repetition of the same condition.

3.3. Participants

A total of 25 native speakers of North American English par-
ticipated (20 female, five male). They were compensated for
their participation. They participated in a language question-
naire about their linguistic background. Eight of the participants
reported to be fluent in one or more languages other than Eng-
lish, three reported speaking another language natively. We
did not consider linguistic background in analyzing our data,
but whether speakers were fluent in another language did
not seem to have any obvious differences in the results.

3.4. Annotation and quality control

The recorded sentences were manually checked for speech
errors, disfluencies, hesitations, and recording errors by three
research assistants. Only fluent utterances were kept. This step
resulted in the exclusion of 24% of the data, which were more or
less evenly distributed across the various conditions.® The high
exclusion rate is likely due to the length and complexity of the stim-
uli. Due to additional trials where the recording didn’t work (prob-

® We included a table with the number of observations per conditions in the
Supplementary materials.
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ably because participants pressed the key too early), only 70% of
all trials were used (1166 utterances out of 26*64 = 1664
soundfiles).

In order to check whether our manipulations were success-
ful, three research assistants annotated the data. They were
asked to decide whether the intonation was falling or rising,
what the prosodic phrasing of the coordinate structure was,
and which of the four focus prominence options was likely
intended. For each dimension, they could also choose ‘un-
clear’ if they were not sure. One annotator made a systematic
mistake in the annotation of focus and was hence excluded.
Inter-annotator agreement between the other two was ‘almost
perfect’ for the annotation of intonation (Cohen’s kappa: 0.96),
and ‘substantial’ for constituency (Cohen’s kappa: 0.73) and
prominence (Cohen’s kappa: 0.63).

Overall, the annotation matched very well with the prosodic
realization that was expected given the manipulation for all
dimensions. One annotator marked the intonational tune
according to expectation (that is, declaratives were annotated
as falling, and questions as rising) 96.3% of the time (chance
would be 50%); the expected bracketing 61% of the time, with
about one third of soundfiles marked as ‘unclear’ (chance would
be 50%); and the expected focus prominence 38% of the time
(chance would be 25%). The second annotation showed a
slightly less close correlation with the original manipulation,
but showed a similar overall pattern. These results suggest that
our manipulation successfully lead to different prosodic realiza-
tions for all three dimensions. The accuracy of the focus promi-
nence annotation is not very high, however. There was a high
rate of confusion of broad vs. third focus (that is, focus on the
C), and 21% of utterances marked as ‘unclear.’ We will discuss
this in more detail in Section 4. Since we did not want to bias the
results based on prior expectations, we included all of our datain
our overall analysis irrespective of whether our annotators were
able to correctly map them to the original condition, resulting in a
total of 1166 sound files that were included in the analysis.

3.5. Acoustic processing of data

The recordings were aligned with the Montreal Forced
Aligner (McAuliffe, Socolof, Mihuc, Wagner, & Sonderegger,
2017), using acoustic models trained on LibriSpeech
(Panayotov, Chen, Povey, & Khudanpur, 2015). The aligned
dataset was analyzed with PolyglotDB (McAuliffe, Stengel-
Eskin, Socolof, & Sonderegger, 2017), a software library that
can be used for further speech processing. We automatically
extracted pitch measures through Praat's F analysis, using
50 Hz and 500 Hz as the minimum and maximum F,, respec-
tively. Once automatic measures were extracted, each utter-
ance Fq track was hand-checked for octave doubling/halving
errors with a software interface developed at McGill.” Intensity

7 To reduce the considerable differences in Fo between speakers and to control for any
vowel-intrinsic effects on Fg, we considered using a relativized measure of mean Fo,
calculated in PolyglotDB. This relativized measure was a z-score of the Fy using per-
speaker means, per segment means, and standard deviations. The summary statistics
were calculated based on all segments in the corpus, including those in words outside the
target words (e.g., the relativized measures would adjust for the intrinsic pitch, duration,
and intensity of segments, and also for by-speaker variation due to speech rate, gender,
etc.). This normalization, however, did not substantially improve the visibility of the effects
of interest. In the interest of having easily interpretable measures, we decided to stick to
unrelativized measures in this paper. In mixed-effects models, the random effect structure
can capture these sources of variability to a large extent anyway.

was likewise extracted through PolyglotDB, and relied again on
Praat’s analysis. Duration was calculated with the forced-aligned
boundaries. We decided to use acoustic measures for the first
and last syllable of the three target words in the coordinate struc-
ture. For each syllable, we extracted the duration, the maximum
Fo, and the mean intensity.

To illustrate what the recorded utterances were like, let’'s
consider some examples from one of the speakers. Fig. 3
shows two utterances with first focus and a falling declarative
intonation, for both types of branching; Fig. 4 shows two utter-
ances with first focus and rising interrogative intonation, for
both types of branching.

The utterances clearly convey the post-focal phrasing for
both intonational tunes, but they also clearly encode initial
focus.® This is visually obvious in the different durations. It is
less obvious whether the pitch track carries any independent
information about phrasing. In the two utterances with rising
question intonation, the focused constituent appears to carry a
low pitch accent. The rise of the question involves a final H%
boundary tone. Note, however, that instead of a gradual rise
toward the end of the utterance, there is a sharp rise immedi-
ately after the pitch-accented syllable. Similarly, in the utter-
ances with declarative intonation, there is a sharp fall right
after the focused constituent. This kind of pattern is analyzed
in Pierrehumbert (1980) as being due to a ‘phrase accent’, which
is realized right after the pitch accent, although it is analyzed as
a boundary tone pertaining to an intermediate phrase edge. See
(Grice et al., 2000) for more evidence for this analysis. Just
based on observable tonal events, it seems then that there
are no intermediate or intonational phrase boundaries in the
post-focal domain, and yet there are clear clues to post-focal
phrasing.

3.6. Results: durational effects

Fig. 5 plots the word durations for our three words of inter-
ests, that is, the three names in the coordinate structure. The
plot on the left shows the duration of the initial syllable, the
one on the right the duration of the final syllable.

When looking at the durational patterns in the final syllable
in Fig. 5, the first pattern that catches the eye is that it closely
tracks constituent structure. The plots of all of the combinations
of focus and intonation are remarkably uniform for both left-
branching and right-branching coordinate structures. If A forms
a constituent with B, then the final syllable of A is much shorter
and that of B much longer compared to the case in which B
forms a constituent with C. This makes sense if constituent
structure maps to prosodic phrasing such that immediate con-
juncts are phrased together to the exclusion of other con-
stituents, and if the amount of lengthening on the final
syllable correlates with whether the following constituent is in
a separate phrase or in the same phrase. Notably, the dura-
tional effects of phrasing do not appear to be diminished by ini-
tial focus. This suggests, as was found already in Norcliffe and
Jaeger (2005), that durational cues to phrasing remain intact in
the post-focal domain.

8 The example soundfiles are available here: https:/github.com/prosodylab/
ArticleFocusPhrasingJphon.
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Fig. 3. Two examples with initial focus and falling declarative intonation, differing in constituent structure.

The plot of the durational effects on the initial syllable do not shows a boost in duration for all three focus conditions, com-
show any obvious correlates of phrasing or intonation, but they pared to the baseline with broad focus. In the interrogative
do show that duration provides cues for focus. At least in cases, this is only apparent when the initial constituent is
declarative utterances, the initial syllable of the focused word focused (so for constituent A in the initial focus condition).
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Fig. 4. Two examples with initial focus and rising question intonation, differing in constituent structure.

The boost in duration of the focused initial syllable is much
smaller on the final word C. Cooper et al. (1985) also observed
that final words show less focus-related lengthening compared

to non-final words. Syllables other than the initial syllable of the

focused word seem to be mostly unaffected by focus, and
post-focal words for the most part do not show a reduction in

duration. This again fits with Cooper et al. (1985), who similarly
found that the effect of focus on duration is largely confined to
the accented syllable of the focused word.® The plots suggest

° In our data, a small reduction in duration when post-focal is only observed for word C
(but not for word B).
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Fig. 5. Duration (sec) of the initial and final syllable for each target word.

an interaction of focus with intonation: The different foci seem
less differentiated by duration with interrogative intonation com-
pared to declarative intonation.

In order to further evaluate the data, we fitted a regression
model of the duration of initial and final syllables of word B,
summarized in Table 1."° The models we fit had duration (in
seconds) as the dependent variable, and speech act, con-
stituency, intonation, and their interactions as fixed effects.
The model also included random slopes for all fixed effects, both
for items and participants. We estimated p-values using the Sat-
terthwaite approximation to estimate the degrees of freedom
(Kuznetsova et al., 2013) (p-values were rounded to 0.001 or
higher).

The results for the initial syllable of word B show an effect of
focus, such that with focus on B (second focus), the initial syl-
lable was about 23 ms longer than with focus on C
(B = —0.023; SE =0.005; t = —3.8; p < 0.001)." There
was also a significant interaction with intonation
(p=0.026; SE =0.006; t =4.5; p<0.001), indicating that
this lengthening of the initial syllable due to focus was signifi-
cantly smaller in questions.

The results for the final syllable of word B also show a main
effect of focus, similar in magnitude to that in the initial syllable
(B = —0.022; SE =0.005;t = —4.3; p < 0.001). There was a
main effect of intonation, such that the final syllable was signifi-
cantly longer in questions (f = 0.096; SE = 0.003;
t=-3.1; p < 0.005), maybe because word B was typically
realized with a rising pitch accent, which may require a longer
final syllable. There was also a sizeable effect of phrasing, such
that in the left-branching structure, the final syllable was
significantly longer than in the right-branching structure
(p = —-0.055; SE =0.008; t =—-6.5; p<0.001). In other
words, the syllable was on average about 55 ms longer when
B was phrase-final and formed a constituent with A. There

9 We focus here on measures of word B because based on the empirical plots, it seems
like this is the most informative word. Looking at each word of interest would have made
this paper too long. But of course analysis of the other words would also be of interest. We
report additional models in the Supplementary materials. We used the package Ime4
(version 1.1-18-1) to fit the models, and estimated p-values with the package ImerTest
(Kuznetsova, Brockhoff, & Christensen, 2013).

" Eady and Cooper (1986) found that the accented syllable of a word was lengthened by
about 30 ms under focus.

Table 1
Mixed Effects Regression Models for the duration of word B (estimates in sec, SE in
parentheses).

Initial Final
(Intercept) 0.21 (0.04)” 0.19 (0.02)”
Broad.vs.Narrow 0.00 (0.00) —0.00 (0.00)
First.vs.Late 0.01 (0.01) 0.00 (0.00)
Second.vs.Third —0.02 (0.01)"  —0.02 (0.01)™
Decl.vs.Inter —0.00 (0.00) 0.01 (0.00)"
Left.vs.Right 0.00 (0.00) —0.06 (0.01)™"
Broad.vs.Narrow:Decl.vs.Inter —0.01 (0.00) —0.00 (0.01)
First.vs.Late:Decl.vs.Inter —0.01 (0.01) —0.01 (0.01)"
Second.vs. Third:Decl.vs.Inter 0.03 (0.01)™ 0.01 (0.01)
Broad.vs.Narrow:Left.vs.Right 0.01 (0.00) —0.00 (0.01)
First.vs.Late:Left.vs.Right —0.00 (0.01) 0.01 (0.01)
Second.vs.Third:Left.vs.Right 0.00 (0.01) 0.02 (0.01)"
Decl.vs.Inter:Left.vs.Right 0.00 (0.00) 0.00 (0.00)
Broad.vs.Narrow:Decl.vs.Inter:Left.vs.Right —0.00 (0.01) 0.00 (0.01)
First.vs.Late:Decl.vs.Inter:Left.vs.Right 0.01 (0.01) —0.01 (0.01)
Second.vs.Third:Decl.vs.Inter:Left.vs.Right 0.00 (0.01) —0.03 (0.01)"
“'p<0.001, "p<0.01, 'p<0.05.

was also a small but significant interaction effect between first
vs. late focus and intonation (= —0.012; SE = 0.006;
t =—1.97; p < 0.05), indicating that the choice of tune indeed
significantly affected the realization of focus, with a smaller
effect of focus in polar questions.'?

If placing focus on A would erase the prosodic phrasing in
the remainder of the utterance, then B should not vary depend-
ing on phrasing with first focus. An interaction between the
effect of First.vs.Late Focus and branchingness (Left.vs.Right)
could have provided evidence for such a post-focal dephrasing
effect. We did not, however, find evidence for such an effect.

3.7. Results: intensity effects

Turning to intensity, Fig. 6 illustrates that the intensity of the
final syllable provides a consistent cue to prosodic phrasing,
across all conditions. The observed effects of phrasing on
intensity are a mirror-image of the duration effects: The final
syllable of word A shows higher intensity than that of word B

12 There were two further interaction effects, for which we do not have an interpretation:
There was an interaction between the realization of Second.vs.Third focus and branch-
ingness; and a three-way interaction between second vs. third focus, intonation, and
syntactic constituent structure.
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Fig. 6. Mean intensity (dB) of initial and final syllable for each target word.

when they phrase together as a constituent, and lower inten-
sity when they do not. This pattern cannot be explained by a
simple gradual drop in intensity within phrases: The first con-
stituent A, for example, should in that case always be realized
in the same way across different phrasings. Instead, it seems
that relative intensity is actively scaled to encode the prosodic
phrasing of the utterance.

A second clear pattern in the plot is that the intensity of the
final syllable of word C is higher in the interrogative condition
compared to the declarative condition. This intensity increase
may be an indirect consequence of the increased F, for the
final rise. Increasing the rate of glottal fold vibration requires
an increase in sub-glottal pressure, and may hence also result
in greater intensity. Although intensity is typically not thought of
as a cue to distinguish declarative and interrogative intonation,
it seems clear that it is at least a reliable secondary cue in our
data.

The intensity pattern on the initial syllable is less clear. It
seems that focus affects its intensity at least in the declarative
condition, but the pattern is quite different depending on phras-
ing. The intensity of the initial syllable does not appear to vary
by intonation.

We again fitted models for word B to further evaluate the
effects, which are reported in Table 2.

For the initial syllable, there was a significant effect of First.
vs.Late focus, such that the initial syllable of word B had lower
intensity if the first conjunct  was focused
(p=0.75; SE=0.24; t =3.1; p < 0.05) showing that post-
focal material is reduced.’®

There was an effect of similar size of phrasing
(p=0.73; SE=0.21; t =3.5; p < 0.02), indicating that the
intensity of the initial syllable of word B was ‘scaled’ to encode
the constituent structure: B had lower intensity when it was
phrase-final (in the left-branching structure), compared to
when it was phrase-initial (in the right-branching structure).
There were furthermore two interaction effects between how
focus was realized and the choice of intonation, suggesting

3 There was also a significant effect of Broad.vs.Narrow, such that the initial syllable of
word B was longer under narrow focus compared to the control condition
(p=-0.61; SE=0.16; t = —3.8; p < 0.002). We would have expected that the com-
parison between Second.vs.Third would be significant instead.

that intensity was a significantly less reliable cue for focus in
interrogative utterances.

For the final syllable, there was only one significant effect.
The final syllable of word B, just like its initial syllable, showed
a lower intensity in the left-branching structure, where it was
phrase-final, compared to the right-branching structure, where
it was phrase-intial (f = 2.73; SE =0.6; t =4.5; p < 0.001).

If focus on the first constituent were to obliterate phrasing
later, then we would expect an interaction between First.vs.
Late and Left-vs.Right. Just as in the case of duration, we
failed to find evidence for such an interaction.

3.8. Results: Fy, effects

In declaratives, focus clearly affects the Fy-pattern of the ini-
tial syllable of the target words. The initial syllable of a focused
word is generally boosted compared to the broad focus base-
line for all three target words A, B, and C. This replicates sim-
ilar effects reported in the literature (Breen et al., 2010; Eady &
Cooper, 1986, i.a.).14 There was one exception, however: With
third focus, in the left-branching structure, the pitch on the initial
syllable of the focused word C is similar to the baseline."

The pitch of the initial syllable appears to be systematically
lowered when a word is post-focal, such that the initial syllable
of B is lower compared to baseline when A is focused, and the
initial syllable of C is lowered when A or B are focused. By con-
trast, there is only little evidence for pre-focal reduction: Pitch
on the initial syllable of word A is comparable to baseline when
focus is placed on B and C; pitch on the initial syllable of word
B is only reduced for third focus in the left-branching structure,
but is identical to baseline in the right-branching structure. Ear-
lier studies also found that pitch reduction is stronger post-
focally compared to pre-focally Eady and Cooper (1986),

' Interestingly, Eady and Cooper (1986) found no boost in pitch for initial constituents. A
relevant difference to our study is, however, that our target sentence was not the only
clause the participants produced. Word A was clause-initial, but not utterance-initial, while
in their study the initial word of interest they looked at was utterance-initial.

5 Maybe relatedly, Eady and Cooper (1986) report that pitch was boosted on the final
word with late focus, while Cooper et al. (1985) report that this is not the case in longer
utterances, where the maximum pitch is similar to baseline in this case. It's not clear why
our left-branching (as opposed to right-branching) cases should pattern with the longer
sentences in their studies, but it is interesting that a similar point of variation was observed
before.
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Table 2
Mixed Effects Regression Models for the mean intensity of word B (estimate in dB, SE in
parentheses).

Table 3
Mixed Effects Regression Models for the Max Fo, of word B (estimate in Hz, SE in
parentheses).

Initial Final Initial Final
(Intercept) 60.47 (1.36)" 57.69 (1.24)"" (Intercept) 192.50 (7.77)"  189.56 (8.45)""
Broad.vs.Narrow —0.61 (0.16)" —0.53 (0.21) Broad.vs.Narrow 0.88 (3.11) —0.13 (1.70)
First.vs.Late 0.75 (0.24)" 0.45 (0.29) First.vs.Late 9.63 (3.25)" 1.93 (4.26)
Second.vs.Third —0.38 (0.30) —0.15 (0.57) Second.vs.Third ~19.41 (4.81)"  —11.01 (4.69)
Decl.vs.Inter —0.24 (0.29) 0.79 (0.43) Decl.vs.Inter 1.46 (3.27) 12.23 (4.51)
Left.vs.Right 0.73 (0.21)" 2.73 (0.60) Left.vs.Right 2.40 (2.06) 0.16 (2.19)
Broad.vs.Narrow:Decl.vs.Inter 0.20 (0.32) 0.27 (0.33) Broad.vs.Narrow:Decl.vs.Inter 1.05 (3.22) 9.88 (3.41)"
First.vs.Late:Decl.vs.Inter —1.23(0.35)"  —0.57 (0.37) First.vs.Late:Decl.vs.Inter —18.61 (3.53)" —12.58 (3.78)"
Second.vs.Third:Decl.vs.Inter 0.87 (0.40)" 0.20 (0.42) Second.vs.Third:Decl.vs.Inter 18.88 (4.04)" 0.58 (4.29)
Broad.vs.Narrow:Left.vs.Right —0.42 (0.32) —0.04 (0.33) Broad.vs.Narrow:Left.vs.Right —1.98 (3.21) —4.03 (3.41)
First.vs.Late:Left.vs.Right —0.68 (0.35) 0.14 (0.37) First.vs.Late:Left.vs.Right —3.67 (3.53) —0.24 (3.78)
Second.vs.Third:Left.vs.Right 0.52 (0.40) —0.30 (0.41) Second.vs.Third:Left.vs.Right 5.87 (4.01) —1.47 (4.26)
Decl.vs.Inter:Left.vs.Right 0.05 (0.28) —0.19 (0.30) Decl.vs.Inter:Left.vs.Right 5.96 (2.85)" 3.35 (3.04)
Broad.vs.Narrow:Decl.vs.Inter:Left.vs.Right —0.72 (0.64) —0.47 (0.67) Broad.vs.Narrow:Decl.vs.Inter:Left.vs.Right —9.62 (6.42) 1.86 (6.82)
First.vs.Late:Decl.vs.Inter:Left.vs.Right 0.35 (0.71) —0.31 (0.73) First.vs.Late:Decl.vs.Inter:Left.vs.Right 7.19 (7.06) 0.95 (7.57)
Second.vs.Third:Decl.vs.Inter:Left.vs.Right —1.17 (0.80) 0.60 (0.83) Second.vs.Third:Decl.vs.Inter:Left.vs.Right ~ —19.07 (8.02) —9.16 (8.54)

“'p<0.001, “p<0.01, 'p<0.05.

Eady, Cooper, Klouda, Mueller, and Lotts (1986), an observa-
tion to which we return when looking at human annotations
of the data in the next section.

Systematic effects of phrasing and intonation are not appar-
ent for the initial syllable. The pattern of F, on the final syllable,
however, shows clear effects of the intonational contour: The
pitch of the final syllable of word C is substantially higher in
interrogatives, reflecting the final high boundary tone of the
question contour. Fy on the final syllable of word A and B
appears to be higher in interrogatives as well, compatible with
these words carrying rising accents. The effects of focus and
phrasing on the final syllable seem comparatively weak, if pre-
sent at all.

We again fitted a regression model for word B, reported in
Table 3. The model for the initial syllable shows a significant
effect of First.vs.Late focus, confirming that the initial syllable
of word B was indeed significantly reduced (by about 10 Hz)
when the first word was focused (ff=9.6; SE =3.2;
t=-3.0; p<0.007). There was also a significant effect of
Second.vs.Third focus, confirming that pitch of the initial sylla-
ble of word B was significantly boosted when it was focused
(B=-194; SE=48; t=-40; p<0.001). There were
also highly significant interactions of focus with intonation
(First.vs.Second:Decl.vs.Inter and Second.vs.Third:Decl.vs.In
ter), showing that focus was cued less reliably in questions.'®

For the final syllable, there was an effect of intonation
(f=-1259; SE=3.9; t=3.2; p<0.01). There were also
interactions between First.vs.Late Focus and Second.vs.Third
Focus. Notably, there were no significant effects of phrasing on
pitch in either syllable.

3.9. Discussion

Our results show that duration, intensity, and pitch are all
affected by each of the three functional dimensions, speech
act, constituent structure, and focus. There are two patterns
that make it easier to tease apart the three dimensions, despite
the overlap in which acoustic cues they affect. The first is that
the three dimensions tend to affect different syllables. Focus

"6 There was also a significant interaction between intonation and branching, as well as a
significant three-way interaction, for which we do not have an interpretation.

“p<0.001, “p<0.01, 'p<0.05.

prominence mostly affects the accented syllable, constituent
structure mostly affects the final syllable, and intonation affects
both. The second pattern is that the acoustic cues have differ-
ent relationships with each other depending on the dimension.
For example, duration, pitch and intensity of the initial syllable
all increase when a word is focused; however, when a word is
phrase-final, duration increases while intensity decreases (and
we did not find a pitch effect). In other words, the cues mutually
inform each other about which dimension is being cued. A lis-
tener can draw different conclusions depending on whether
increase in duration is accompanied by an increase in intensity
or a decrease."’

Our main research question was whether focus prominence
obliterates cues to phrasing in the post-focal domain. Our data
show no evidence for this. Based on the empirical plots, the
duration of the final syllable of our target words consistently
reflect phrasing, unperturbed by variation in focus or intona-
tion. The intensity of both the (accented) initial syllable and
the final syllable also varies by phrasing. We found main
effects of phrasing for several of our measures, but for no
acoustic measure did we find an interaction between the effect
of constituency and the effect of focus. There is no evidence
therefore that focus erases or diminishes phrasing distinctions
in the post-focal domain.

In addition, we found that focus is cued less reliably with
interrogative intonation. It seems then that question intonation
tends to diminish cues to focus at least to some extent. We
explore these two findings in more detail the next section.
Our results differ in this regard from findings in Eady and
Cooper (1986), where the choice between declarative intona-
tion and question intonation did not affect the durational cues
to focus, and no interaction with intonation was observed. An
important difference in their study, however, is that when the
experimenter thought that focus was not successfully con-
veyed prosodically, speakers were instructed to rerecord a
sentence. In the next section, we use the effect of intonation
on focus in our data as a point of comparison to evaluate
whether there might be an effect of focus on phrasing that

7 This difference in relation with each other may be at the heart of the interaction-effect
observed between duration and intensity in the logistic regression fitted to predict
prominence judgments in Bishop, Kuo, and Kim (2019).
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remained undetected by our models. Before doing so, we want
to take stock of a few findings that are not our main focus, but
are nevertheless of interest.

An interesting parallel in our results to those of Cooper et al.
(1985) and Eady and Cooper (1986) is that while durational
cues to focus are confined (largely) to the accented syllable
of the focused word, the pitch cues to focus are more globally
distributed, since post-focal material is also affected. Our
results furthermore show that in this regard intensity patterns
more similarly to pitch, in that in addition to the boost in inten-
sity on focused material, post-focal material is also reduced in
intensity.

Furthermore, we observed an interesting pattern regarding
the phrasing-related lengthening effect that affects the last syl-
lable of a word. We found a much greater effect of final length-
ening in pre-boundary environments, when another conjunct
followed, compared to the final conjunct. This replicates similar
findings in Wagner (2005), and suggests that these are
planning-related pre-boundary effects rather than (just) effects
of final lengthening. Note, however, that in our utterances there
was material following the final conjunct, which was contextu-
ally given and hence unaccented, which may explain why the
observed final lengthening in word C was not greater.®

This result relates to the comparatively small degree of
lengthening for focus reasons we found in the final word:
Cooper et al. (1985), similarly, found that final words show less
of a durational increase under focus, and interpret this as a
ceiling effect—the final word is subject to final lengthening
since it is phrase-final, and cannot expand much in addition
to also encode focus. This explanation does not seem applica-
ble in our case: Since we didn’t find evidence for phrasing-
related lengthening in the final word, there is no reason to
assume that a ceiling in duration was reached. Also, it is not
clear why a ceiling should be reached for lengthening the initial
syllable anyway, when phrase-related lengthening mostly
affects the final syllable. This casts doubt on an explanation
based on overall expandability. An alternative interpretation
of the smaller focus effect on the last word is that the last
accented word is perceived as sufficiently prominent for a
focused word simply by virtue of being last, making it less
important to mark late focus phonetically.

Another interesting finding is that phrasing seems to be reli-
ably cued by intensity-scaling. Both the initial accented syllable
and the final unaccented syllable show clear effects of phras-
ing, such that there is higher intensity at the beginning of
phrases and lower intensity later in phrases. There is clear evi-
dence that these effects go beyond a drop in sub-glottal pres-
sure due to exhalation throughout the utterance or throughout
phrases. We would not expect to see a difference in the inten-
sity on the first constituent (A) if this were the case. And yet,
Fig. 6 illustrates that A varies in intensity depending on
whether it phrases with B or not. It seems then that intensity-
scaling is actively used to encode prosodic phrasing. This is

8 A reviewer points out that the reason for the increased effect coordinate-structure
internally could be that speakers are trying to disambiguate the globally ambiguous
structure. Our data do not allow to test whether this is the case. Another reviewer suggests
that there may be greater lengthening phrase-internally because there may be no clear
tonal cue signalling the phrase boundary while intermediate-phrase finally, there is a
boundary tone. See Gollrad (2013) for evidence that pitch only plays a minor role in cueing
intermediate phrase boundaries in German.

compatible with related findings in German reported in
Poschmann and Wagner (2016).

The lack of pitch accent scaling effects due to phrasing, and
the clear presence of intensity-scaling, is compatible with the
hypothesis that intensity is a primary cue for phrasing, while
apparent effects of pitch-accent scaling observed in the earlier
literature may really have been an indirect side-effect of inten-
sity scaling. Intensity in speech closely correlates with pitch
(Gramming et al., 1988). The correlation with pitch is not a
physical necessity, of course, and individuals seem to have
independent control over the two cues—we are able in princi-
ple to talk louder or quieter without changing Fo. And yet, when
asked to speak louder, speakers often spontaneously raise
their pitch. It seems that an increased sub-glottal pressure will
result in higher vocal fold vibration unless we prevent this from
happening. The close correlation between the two cues opens
the possibility that pitch may be used to enhance an intended
intensity effect and vice versa. Maybe pitch accent scaling is
only an indirect correlate of intensity scaling. Further investiga-
tion of this idea is needed. Our results minimally suggest that
intensity-scaling is a stronger and more reliable cue to phras-
ing than pitch-scaling. In our data, pitch scaling appears not
to be a good to cue to phrasing, even in the case of broad
focus.®

Pitch cues to differences in phonological phrasing were also
not found to be very relevant in the perception studies con-
ducted in Gollrad (2013) on German. However, Gollrad
(2013) found that pitch cues related to boundary tones were
much more relevant to cue intonational phrasing than in
phonological phrasing. It seems plausible that in our data, into-
national phrase breaks were used less frequently than phono-
logical phrase boundaries to mark the intended phrasing, given
the shortness of the conjuncts. Maybe we would have found
reliable pitch cues if we had looked at phrasing distinctions
among larger constituents that map to intonational phrases,
as Ladd (1988) did in his classic study on pitch scaling.

Overlay models predict the prosodic reflexes of the three
separate dimensions to be independent and recoverable from
the signal, while most current phonological models predict
interactions resulting in neutralizations between conditions.
We found no evidence that phrasing distinctions are neutral-
ized in the post-focal domain. The plots suggest that focus
and phrasing are, for the most part, encoded independently
of each other, as expected by overlay models. It should be
noted that such additive effects of different factors are not
inherently incompatible with AM-models. Pierrehumbert
(1980, 18), for example, anticipates that the expressive use
of pitch of a speaker trying to ‘highlight’ certain parts of the
utterance might ‘multiplicatively determine the Fy value of a
given tone’. We will discuss particular proposals about phono-
logical presentations compatible with our findings in
Section 4.3.

How compelling is the evidence that the prosodic cues to
phrasing and focus are orthogonal to each other? The lack
of significant interaction effects is only of limited informative-
ness. We cannot rule out that our experiment was simply not

9 Note that other pitch measures could be explored, including rate of pitch change or
range, see for example t'Hart, Collier, and Cohen (1990) and Rietveld and Gussenhoven
(1985).
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powerful enough to detect such effects. At least the empirical
plots show highly consistent patterns across conditions, and
make it seem implausible that focus has radical effects on
post-focal phrasing. We can do better, however. In the next
section, we will try to quantify just how well various acoustic
cues convey phrasing, and also how much loss of information
there is when focus is placed early. This will also address a
second worry one may have based on the results reported
above: By looking only at a few acoustic cues from the second
conjunct (word B), we have used a very limited amount of infor-
mation from the signal.

4. How well is phrasing cued post-focally?

In order to evaluate to what extent information about phras-
ing in the post-focal domain is lost, we need to find a way to
look at many acoustic cues at the same time, and evaluate
how they fare in cueing phrasing for different focus conditions.
One way we can accomplish this is by automatically classifying
the data given a set of acoustic features. There are many dif-
ferent types of classifying algorithms. Here, we will use Ran-
dom Forests (Breiman, 2001; Strobl, Malley, & Tutz, 2009).
Random forests have been used insightfully in earlier work in
linguistics (Baumann & Winter, 2018; Tagliamonte & Baayen,
2012; Tao, Torreira, & Clayards, 2018), including in this special
issue (Wagner, Cwiek, & Samlowski, 2019).

4.1. Methods

Random forests provide a non-parametric statistical tool
which allows us to evaluate a set of features (a ‘feature space’)
in its usefulness in classifying observations into pre-set cate-
gories. Compared to alternative analysis methods, they have
the advantage of being robust with respect to collinearity
among the predictors, and in being compatible with a large
set of predictors with a relatively low n (Strobl et al., 2009).
The former property is important if one wants to explore the
contributions of both pitch and intensity, since they are gener-
ally highly correlated, as noted before.

A random forest consists of an ‘ensemble’ or ‘forest’ of clas-
sification and regression trees (CART, Breiman, Friedman,
Olshen, & Stone, 1984). The trees in the forest vary in which
subset of the data they were trained on, and which subset of
predictors were used. CARTs classify the data by recursive
splits that try to optimally sort the data into the correct bins.
A disadvantage of CARTs is that the ranking of predictors is
very sensitive to small changes in the data used to train them.
Each split at a given point in the classification tree is very sen-
sitive to the particular training data, and can have large down-
stream effects on which features will be chosen. If different
subsets are used to train a CART, very different classification
trees may emerge. In any given tree, a particular predictor
may be masked by others, even if, when faced with novel data,
that predictor might have been very useful. Similar issues can
arise in stepwise predictor-selection algorithms in logistic
regression models. Random forests avoid this issue by fitting
many CARTs based on different subsets of the data. One
can then evaluate the importance of particular predictors over
the entire forest. In addition, they increase the variability of
trees even further by restricting the set of predictor variables

for each individual tree, which helps to estimate their relative
usefulness even more accurately.

Random forests have two parameters, the number of trees
(‘ntree’), and the number of randomly preselected splitting vari-
ables for each tree (‘mtry’). Small data sets may require a lar-
ger number of trees to find robust results. A low number of
‘mtry’ increases tree diversity. This is because we select a
small number of predictors, it is more likely that more important
features are missing, which will give the ‘lesser’ features an
opportunity to show their worth. However, it leads to more trees
in which all relevant predictors are left out, introducing more
noise. A high value for this parameter means that the best pre-
dictors will usually be chosen, and thus tree diversity
decreases, and along with it the quality of information gained
on lesser features (for more discussion, see Strobl et al.,
2009).

Random forests have two more useful properties. First, they
allow us to estimate how well a set of features differentiates dif-
ferent categories by testing how well data is classified that was
left out of the training set for each tree during the training
phrase. This is called ‘out-of-bag’ (OOB) prediction. Second,
they allow us to evaluate the relative importance of particular
predictor variables. This is done by permuting the values of
particular predictors and evaluating how this affects the classi-
fication accuracy on out-of-bag data. If a predictor is important
for the classification, permuting its value will greatly affect out-
of-bag classification accuracy. If it was involved in a tree by
chance, then it will not. These permutations yield variable
importance measures for each predictor. The absolute values
of these importance measures are hard to interpret, but the rel-
ative ranking is meaningful. It tells us which features were most
important in the model. If a variable has an importance close to
zero, it does not contribute much to the accuracy of the predic-
tions. If it is negative, then leaving it out of a classification tree
improves the classification.

In order to first understand which predictors were impor-
tant to encode focus, we fitted a random forest to predict
the original focus context that an utterance was uttered in.
The predictors included duration, pitch, and intensity mea-
sures for each of the three target words for each syllable,
for a total of 18 measures. Following the heuristic in Strobl
et al. (2009), we set the parameter mtry to the rounded
square root of the number of predictors (mtry =4). We used
forests of 1000 trees. We also ran the analysis with different
parameters (mtry =3 & 5, ntrees = 5,000) to ensure that the
results are stable.”®

In analysis based on mixed models, we have seen that
focus seems to have had less of an effect in interrogative utter-
ances. Therefore, we ran the analysis not just on the entire
data, but also on the subset of declarative utterances and inter-
rogative utterances respectively, in order to assess how the
choice of intonation affected the accuracy of the classification.
The goal was to see how much information about focus is still
present in the interrogative utterances, compared to the declar-
atives. We then proceeded to look at our central question,
which is how much information about phrasing is lost in the

20 \We used the R party-package to compute the random forest analysis (Hothorn,
Buehlmann, Dudoit, Molinaro, & VVan Der Laan, 2006; Strobl, Boulesteix, Zeileis, & Hothorn,
2007, 2008). Apart from the cited literature, we also thank Stephanie Shih and Francisco
Torreira for their useful class materials on random forest analysis.
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Table 4

Proportion of accurate classification for all data, declarative data (Dec), and interrogative data (Int). For each data set, both the accuracy of the random forest classification (R.F.), as well as

of the human annotation is given.

Focus R.F./Annotator-All R.F./Annotator-Dec R.F./Annotator—Int
1 Broad 0.25/0.16 0.31/0.14 0.19/0.16
2 First 0.38/0.35 0.42/0.39 0.27/0.26
3 Second 0.37/0.36 0.45/0.45 0.30/0.24
4 Third 0.35/0.6 0.33/0.66 0.22/0.49

post-focal domain, and fitted a random forest model to predict
phrasing. Here, we were interested whether the classification
accuracy was lower when focus was initial compared to the
case of broad focus—if initial focus adversely affects cues to
phrasing, the classification for phrasing should be lower.

4.2. Results

Table 4 illustrates how well the random forest performed
compared to a human annotator, tasked with guessing which
focus condition an utterance was recorded in.?’

For the declaratives, the random forest classifier has an
accuracy between 31% and 44%. This is not spectacular, but
much better than chance, which is at 25%. The accuracy is
much better for those foci where a prominence shift is pre-
dicted, that is, where the last accent does not fall on the last
name (> 40%). The accuracy for broad focus and third focus
is substantially lower (< 31%). The annotator also was suscep-
tible to this, and often confused broad and third focus, showing
a strong bias to annotate third focus over broad focus. For the
interrogatives, the accuracy for all foci is much lower (< 30%),
and close to chance.

Fig. 8 shows the ranking of the importance of the predictors
based on the permutation score on out-of-bag accuracy. The
solid black line shows zero—a predictor of an importance
score close to zero does not contribute much to the accuracy
of the model. The dashed line plots the absolute value of the
lowest negative predictor. Any predictor to the right of this line
plausibly contributes to the model, while predictors to the left
probably do not: Since non-informative predictors will have
random importance scores fluctuating around zero, the abso-
lute value of the lowest predictor is often taken as an approx-
imate cut-off to distinguish predictors that contribute
information and predictors that do not (Strobl et al., 2009). Fq
of the initial syllable and duration of the first and final syllable
appear to be the best cues to focus in the declarative data.

For the interrogative data, random forests are roughly at
chance, and it seems that focus is simply not systematically
encoded.

Having established the cues to focus prominence, let's now
look at phrasing. Again we applied the random forest analysis
on three different sets of data: the entire data set, the subset
only consisting of broad focus, and the subset only consisting
of focus on the first constituent and for which the annotators
were able to hear first focus correctly. The latter data set is
the one where we should see information about phrasing lost
if phrasing cues are indeed adversely affected in the post-
focal domain. The accuracy of the out-of-bag predictions are
plotted in Table 5.

21 We do not report the accuracy on the training data since these accuracy percentages
are inflated, and will not reflect how well the model would do when encountering new data.

The results show that the RF classification in all three data
sets was comparable: In the classification on the left-out data
they all performed at or above 74% accuracy (where chance
is 50%). Crucially the classification worked just as well for
the data set with initial focus. The human annotators performed
more poorly than the RF model, but still better than chance, at
an accuracy of 0.6 or above. Again, the accuracy of branching
was not lower in the data set with initial focus.

Fig. 9 shows the relative importance of the predictors for the
classification of phrasing. For both broad and first focus data,
the same acoustic features did most of the work, namely the
duration and intensity of the final syllable. There is also some
evidence that the pitch of the accented initial syllable is rele-
vant, but it only makes a small contribution to the classification,
and the importance of this measure drops in the post-focal
domain.

4.3. Discussion

The random forest analysis for focus confirmed what we
already anticipated given the empirical plots and the regression
models: Focus was cued less reliably in interrogatives. The ran-
dom forest analysis added further information, however, regard-
ing how well the information was cued. For the most part, it
seems that only first focus was encoded with any success in
the interrogative condition, and even in that condition it was
close to chance. The human annotators were not much better
than the random forest models, which suggests that we didn’t
simply feed the model the wrong acoustic measures.

These results are somewhat surprising, since it is clearly
possible in principle to mark focus in questions. For example,
focus is clearly conveyed in the interrogative utterances we
used for illustration in (4). Based on our own perception of
the data, it seems to us that in the interrogative condition,
speakers often simply didn’t bother to mark focus. This may
show that focus marking in interrogatives is less obligatory
than in declaratives. Given the high correlation of tune and
function, it is not clear whether this is due to the different tunes
themselves, or of the fact that the utterance is (semantically) a
question vs. a declarative. If it is the former, then this would be
a case of tune-choice affecting focus marking, related to obser-
vations about such interactions in Goodhue et al. (2016) and
Schléder (2018). The latter possibility could maybe relate to
the fact that a question resets the question under discussion,
and maybe then there is less pressure to acknowledge prior
focus antecedents. It could also be, however, that realizing
focus is simply more difficult in questions for phonological or
phonetic reasons, and hence speakers avoid marking it. This
clearly merits further study. For example, it would be interest-
ing to test whether failing to mark focus prosodically leads to
similar degrees of infelicity in perception as omitting to mark
focus in declaratives.
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Fig. 8. Importance of variables in random forest classification of Focus for the Declarative (left) and the Interrogative (right) utterances respectively.

Table 5

Proportion of accurate classification for all data, broad focus data, and first focus data. For each data set, both the accuracy of the random forest classification (R.F.) and the human

annotation is given.

R.F./Annotator-Broad R.F./Annotator—First

Constituency R.F./Annotator-All
1 (AB) C 0.79/0.61 0.75/0.63 0.74/0.60
2 A(BC) 0.74/0.62 0.74/0.61 0.79/0.63

Another interesting finding in the focus models is that first
and second focus are cued more reliably than the distinction
between third and broad focus. These are the two conditions
where there is a ‘prominence shift’, that is, the last accent falls
on a different word than in the broad focus condition. This sup-
ports the view that relative prominence is at the heart of mark-
ing focus in English. Focus was easier to classify whenever
relative prominence relations where changed. Both random
forests and the hand annotations show that the prosodic cues
that differentiate broad and third focus are not as strong as
those that identify the first and second focus. Our results hence
confirm earlier findings that broad and narrow focus tend to be

confusable in English, unless there is a prominence shift to an
earlier word—even though there are subtle acoustic cues that
differentiate them (Gussenhoven, 1983). Similar findings have
been reported for other languages (Botinis, Fourakis, &
Gawronska, 1999; Xu, Chen, & Wang, 2012) suggesting that
final focus and broad focus are phonetically (and perceptually)
similar more generally. We already saw a related asymmetry in
the pitch plot in Fig. 7, in that pitch reduction appeared to be a
more reliable cue post-focally than pre-focally.

This linear asymmetry provides evidence for a ‘focus ambi-
guity’ (a term introduced by Jacobs, 1991) between broad and
late focus. This ambiguity of late and broad focus was
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Fig. 9. Importance of variables in random forest classification of Constituency for the case of broad focus (left) and first focus (right) respectively.

observed already in Chomsky (1971), and was called ‘focus
projection’ in Hohle (1982). The fact that the classification is
still better than chance suggests that this is not a categorical
effect, in contrast to what would be expected by accounts that
have proposed that late focus can literally ‘project’ and is indis-
tinguishable from early focus, as is predicted by certain
accounts (e.g. Selkirk, 1995) (see Arregi, 2016 for a review
of this type of focus projection). See also Breen et al. (2010)
for related findings.

There is an interesting difference between human annota-
tor and random forest model. Both were likely to confuse
late focus with broad focus. The human annotator showed
a strong bias toward annotating third focus. The random for-
est model, on the other hand, showed more symmetric con-
fusion patterns. We see further evidence that, in the
absence of reliable prosodic cues, listeners have a bias
toward assuming narrow focus on the final constituent in
the annotation focus for the interrogative data: Our human
annotator categorized many interrogative utterances as third
focus even if they were not.

The random forest model of focus classification illustrates
how this method can make apparent to what extent information
about one dimension (here: focus) is lost given another dimen-
sion (here: type of speech act). Our main research question,
however, was whether phrasing cues are maintained in the
post-focal domain. If initial focus adversely affects cues to
phrasing later in the utterance, then we should find that a ran-
dom forest trying to classify phrasing should perform worse in
the case of first focus, similar to the random forest for focus
which fared worse in the case of interrogative utterances.

The results of the random forest analysis for phrasing show
that phrasing information remains intact in the post-focal
domain (see Table 5). There was only one sign of an effect
of focus on phrasing, which is that the importance of funda-
mental frequency decreases somewhat in the post-focal
domain. Remember, however, that our pitch measures were
not significantly affected by phrasing to begin with. The plot
of predictor importance in Fig. 9 confirms that pitch only plays

a very minor role in cueing phrasing in this data, both in broad
and first focus. Overall, the phrasing appears to be left entirely
intact post-focally.

One might object to the line of reasoning here as follows:
Could it not be that many participants simply did not produce
the utterances with initial focus, even though the context was
designed for them to do so? And could it not be that the utter-
ances accurately classified for phrasing were exactly those
where focus was not marked? To address this concern, we fit-
ted an additional random forest model on only those utter-
ances in which first focus was correctly annotated (a total of
96 soundfiles), based on the same acoustic predictor vari-
ables.?? This model even classified 85% of the utterances cor-
rectly for phrasing for the out-of-bag predictions, so there is no
indication that phrasing was cued less reliably when first focus
was successfully conveyed. In fact, it seems as if phrasing
was cued more successfully with first focus. However, this
apparent improvement is probably due to selection bias: Some-
one who successfully conveyed focus was clearly paying atten-
tion to the task, and may hence also perform better on
conveying phrasing. So while we should not take the improve-
ment as being too meaningful, the high level of accuracy clearly
shows that when focus prosody is successfully applied, phrasing
is still detectable, confirming earlier evidence from Norcliffe and
Jaeger (2005).

The random forest analyses also point to how listeners may
accomplish the difficult task of disentangling the different
dimensions from the signal: The information of different dimen-
sions is often distributed to different syllables. This, in combi-
nation with the fact that the acoustic cues have different
relationships with each other for the different dimensions,
makes it possible to retrieve different kinds of information from
the signal.

22 A plot of the importance of the various acoustic cues for this model is included in the
Supplementary materials. The top four acoustic cues were the same as for the entire first
focus data plotted in Table 9.
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5. Focus prominence vs. phrasal prominence

The results of this study suggest that certain interactions
between focus prominence and phrasing prosody that are
standardly assumed in many AM-models of sentence prosody
may not in fact be attested. The central finding is that early
focus in a sentence does not neutralize phrasing-distinctions
in the post-focal domain. Experimental data suggesting that
post-focal phrasing is maintained in English are also discussed
in Norcliffe and Jaeger (2005) (and Ishihara, 2003, 2016Jun &
Fougeron, 2000; Kugler & Féry, 2017; Sugahara, 2003, for
other languages). The finding that phrasing cues in the post-
focal domain are not just present, but cued just as reliably, is
new.

This result is expected under overlay models that assume
that different functional dimensions independently affect the
phonetic realization of an utterance, as they were first pro-
posed in Fujisaki (1981) and Ohmann (1967). If more gener-
ally, the prosodic dimensions of prominence, phrasing, and
tune contributed to the overall pattern in an additive way (just
as their roughly corresponding functional dimensions, focus,
constituent structure, and speech act are orthogonal to each
other), this would bode well for models that view sentence pro-
sody as being composed from separate functions that each
independently contribute to the overall sentence prosody, such
as the Penta model (Xu, 2005), or the Superposition of Func-
tional Contours Model (Bailly & Holm, 2005; Gerazov et al.,
2018). But would this necessarily mean that we should adopt
a more phonetic view of sentence prosody, and abandon a
mediating metrical representation?

It seems to us that this would be too strong a conclusion to
draw. There is evidence for a sequential organization of the
tonal events in an intonation contour (Ladd, 2008), which
speaks against certain overlay model such as Fujisaki
(1981), in that they cannot account for the precise way in which
tonal events align with the words in a sentence. This is hard to
capture without a metrical representation.?®> Moreover, it is not
the case that there are no interactions between the different
functional dimensions—rather, our main finding is that one par-
ticular interaction, the obliteration of post-focal phrasing,
assumed in some prior accounts, is simply not attested. In the
following, we will discuss what kind of phonological representa-
tion of sentence prosody could capture the observed pattern.

5.1. Focus prominence and post-focal phrasing

Many current approaches to sentence prosody assume
syntactic/semantic functions such as speech act, constituent
structure and focus exert their influence indirectly, mediated
by a metrical phonological representation. Our results suggest
that the representations of prosodic tune, prominence, and
phrasing should be kept more separate than is often assumed.
Most importantly, focus should leave the prosodic effects of
constituent structure on phrasing largely intact. This means,
for example, that the representation of initial focus should

23 Ladd (2008) furthermore discusses evidence for a mediation of phonetic reflexes by a
phonological representation which may be a problem for more recent sequential overlay
models as the ones in Mdbius (1993) or Xu (2005), and speak in favor of a phonological
mediation of phonetic effects. We refer the reader to Ladd (2008) for an extensive
discussion.

leave the representation of phrasing in the post-focal domain
intact, such that the following two utterances are not
neutralized:

(13) a. First Focus, left-branching:
...(Megany,, and Laureng) or Morganc
b. First Focus, right-branching:
...Megany,, (and Laureng or Morganc)

At least some metrical approaches, however, would predict
a neutralization of (13a) and (13b). Consider again the pitch
tracks in Fig. 3 and Fig. 4. We saw that with first focus, the fall
of a declarative contour and the rise of a question contour
starts immediately after the initial syllable (the one carrying
the accent) of the focused word. According to the analysis of
Pierrehumbert (1980) and others (e.g. Beckman, 1996), this
would suggest that there are no intermediate or intonational
boundaries after the focused constituent (other than at the
end of the utterance). Both utterances in (13) should receive
the same representation then, neutralizing the phrasing
distinction:%*

(14) Representation of focus prominence, obliterating post-focal
phrasing:

~ o~~~ o~
X X X X X
— = = = —
I Mg & ~

) x )%

) x ) x
ox )0 x )0 x )0 x )0 %
A B C

This representation of focus prominence is incompatible
with our finding that post-focal phrasing is realized just as reli-
ably as in the control case with broad focus.

Truckenbrodt (1995), however, proposes a metrical theory
of sentence prosody in which maintaining phrasing distinctions
post-focally is an option. In his account, if the alignment con-
straints responsible for syntax-induced alignment are highly
ranked, focus-alignment can be achieved while maintaining
more phrasing information post-focally:

(15) Representation of focus prominence, leaving phrasing intact:

a. Left-Branching, initial focus:

( x ) ot

( x )X ) ¢

« x )% )% ) w

( % )% )% )z

C x O0 x HC x ) x ) x ) x ) o
A B C

24 We will illustrate the idea based on the hierarchy assumed in Féry (2013), but added
the lower prosodic levels of the foot (£) and the syllable (o) here to be able to refer to
different syllables within a word.
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b. Right-branching, initial focus:

( x ) ot

( x X X ) ¢

( x (X )X ) w

( x (X )X ) X

C x ) x ) x ) x ) x ) X ) o
A B C

This representation encodes focus prominence by shifting
which syllable projects highest at the intonational phrase level,
while leaving lower level phrasing distinctions at the phonolog-
ical (or intermediate) phrase-level intact. Note that in this the-
ory, prosodic constituents are assumed to be left-headed up
to the word-level and right-headed above the word-level (start-
ing with ¢). Focus can override the headed-ness in higher level
constituents, enforcing early focused constituents to become
the projecting head. This type of representation is compatible
with the findings that post-focal phrasing is maintained. A rep-
resentation of sentence prosody that allows for the preserva-
tion of post-focal phrasing by focus-driven changes in
headedness is assumed in various current accounts (BUring,
2010; Féry, 2013; Féry & Ishihara, 2009; Kigler & Féry,
2017; Truckenbrodt, 1995, i.a.).

There are other representational options, however. Jun
(2011) reports evidence that in Korean too, phrasing can still
be encoded post-focally, a phenomenon referred to as ‘pho-
netic dephrasing’ in this work. In order to account for phonetic
dephrasing, Jun (2011) posits the existence of deficient (‘de-
formed’) extra-prosodic phrases that can act as prosodic suf-
fixes (for reduced post-focus material) or prefixes (for
reduced pre-focal material) to intonational phrases or even
intermediate phrases. It is not clear, however, whether there
is any independent evidence for such additional types of defi-
cient prosodic units.

The representation in (15) illustrates that in all of these
approaches, the height of projection in the grid is influenced
both by phrasing (since only one syllable within each phrase
will project to the next highest level) and by focus (since one
syllable of the focused word must project highest). The under-
lying idea is that perceptual prominence, which is influenced by
both of these factors, can be uniformly represented by grid pro-
jection height. Let’s consider the way prominence is influenced
by phrasing under this set of assumptions in more detail, and
assess how well this fits with our results.

5.2. Phrasing-related prominence

Each prosodic constituent in the prosodic hierarchy is typi-
cally assumed to have exactly one grid mark at its top line
(the ‘head’ of that prosodic constituent). Prosodic phrasing
thereby directly affects how high a syllable is projected on
the grid, just as focus does. This is meant to capture
phrasing-related intuitions about prominence, as well as help-
ing to explain where tonal targets will be realized within a
phrase. Let’s consider the two phrasings we observed in our
broad focus conditions. Our experimental results show evi-
dence that the prosodic phrasing within the coordinate struc-

ture is as follows (where ‘;’ indicates the intended syntactic
constituent structure and ‘(..)’ the prosodic constituency):?°

(16) a. Broad focus, right-branching:
...(Megan,), (and Laureng or Morganc)
b. Broad focus, left-branching:
...(Megan, and Laureng), (or Morganc)

There is a clear intuition that Lauren is more prominent in
(16b) than in (16a). Moreover, there is an intuition that Lauren
is more prominent than Megan in (16b), while it is less prominent
than Megan in (16a). In other words, not just focus, but also pro-
sodic phrasing affects our intuitions about relative prominence.
In fact, some early approaches to the metrical grid sometimes
represented phrasing and grouping purely by using prominence
marks in an unlabeled metrical grid (e.g. Prince, 1983).
Approaches such as Truckenbrodt (1995) also encode
phrasing-related prominence by projection-height in the grid,
the very same tool also used to encode focus prominence.
The representations of the two structures in (16) would be the
following:

(17) Representation of phrasing with headed prosodic constituents

a. Left-Branching, broad focus:

( X ) e
( X )X ) ¢
( )X )% ) w
( )X (X ) X
C x ) x ) x ) x ) x ) X ) o
A B C
b. Right-branching, broad focus:
( X ) L
( x X X ) ¢
( x (X )X ) w
( x ) x )X ) X
C x ) x ) x ) x ) x ) x ) o
A B C

There is good empirical evidence that phrasing indeed
affects perceptual prominence. For example, recent studies
using Rapid Prosodic Transcription (Cole, Mo, & Hasegawa-
Johnson, 2010) has provided evidence that naive listeners’
intuitions about the prominence of a constituent are affected
by the position within a phrase it occurs in, such that accented
constituents at the end of phrases are perceived as more
prominent than those phrase-internally (see also Bishop
et al., 2019; Cole et al., 2019).%°

25 The prosodic affiliation of the connectors ‘and’ and ‘or’ are sometimes not entirely
clear. It is very possible that as function words they are able to encliticize to the preceding
prosodic domain instead of being phrased with the following conjunct.

26 See Vainio and Jarvikivi (2006) for related findings in Finish.
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Our results raise some questions, however, whether it is
indeed accurate to represent phrasal prominence and focal
prominence in the same way.

5.3. Phrasal prominence uses different cues

Let's consider the acoustic cues that encode phrasing-
related prominence. In (16b), where Lauren is phrase-final
and is intuitively more prominent than Megan, the intensity of
both initial syllable and final syllable is lower, compared to
(16a), where it is phase-initial (see Fig. 6; and Table 2).

Focus prominence is realized differently, however. Let's
consider the prominence relations in the following two
utterances:

(18) a. First Focus:
...(Megany), (and Laureng or Morganc)
b. Second Focus:
...(Megan,), (and Laureng or Morganc)

The word Lauren is intuitively more prominent when it is
focused (as in (18b)) compared to when the first word is

a. Left-Branching, broad focus:

focused (as in (18a)). But this time, the intensity of the
accented syllable of Lauren is significantly higher when it is
more prominent (see Fig. 6; and Table 2). So the phonetic cues
for phrasing-prominence and focus-prominence are quite
different.

One could try to account for these differences by associat-
ing different acoustic effects with grid-marks at different levels
in the representation:>” Maybe grid marks at the ¢-level induce
greater duration in the following syllable (final lengthening) while
grid marks at the 1-level induce greater F, and intensity. If focus
then affects projection to the i-level and syntax projection to the
¢-level, then the difference in the cues observed for focus-
prominence and phrasing-prominence could be accounted for.
This set of assumptions fails to capture some of the generaliza-
tions in our data, however. In the broad focus condition, why
does the last (or ‘nuclear’) accent, which projects to the i-
level, not receive higher intensity than other accents—unlike
material that projects to the 1-level for focus reasons? Why is
less prominent, non-focal material (which does not project to
the 1-level) marked with lower pitch in declaratives and higher
pitch in questions when it is less prominent for focus reasons,
but not when it is less prominent for reasons of phrasal promi-
nence (where it should also not project to the 1-level)? Why do
utterance-final words show less final lengthening than

27 Thanks to the editors for suggesting this interpretation of the effects.

pre-boundary material that is not utterance-final (Wagner,
2005)? Maybe the assumption that focus-prominence and
phrasing-prominence are represented in the same way should
be reconsidered.

5.4. Dissociating phrasing prominence and focus prominence?

Wagner (2005) proposed a representation that abandons
the idea that our percept of relative prominence will map uni-
formly to projection-height. The prosodic representation pro-
posed instead represents focus-prominence and phrasing-
prominence in different ways. The proposed metrical represen-
tation consists of an unlabeled metrical grid (that is, a metrical
grid in which the lines are not labeled with prosodic categories
like 1 or ¢, as is usually assumed elsewhere). Constituents that
are at the same syntactic ‘level’ are mapped to equal prosodic
domains on a grid line.?® The representation crucially differs
from alternatives in that in a given prosodic domain, there does
not need to be a single grid mark that projects highest:

(19) Representation of prosodic phrasing according to Wagner
(2005, 2010):

b. Right-branching, broad focus:

( x (X X )

( x (X ) x )

C x x ) x x X X )
A B C

The metrical grid encodes grouping by virtue of boundaries
of different strength, where boundary strength correlates with
the line in the grid at which a boundary is represented. Note
that the representation does not directly represent why Lauren
(=B) should be more prominent than Megan (=A) in (a), but
less prominent in (b). Rather, all three names project to the
highest grid line, and as a result will all be associated with a
pitch accent. This analysis treats the phrasing-related intuitions
about differences in prominence between the names as an
indirect consequence of phrasing, due to a perceptual principle
that has the effect that the last in a series of equals will be per-
ceived as more ‘prominent’ or ‘salient’.

This idea goes back to Newman (1946), who proposed that
the ‘nuclear stress’ is simply the last among equal accents
within a domain. What's new in the presentation here is that
prior accounts always assumed that the nuclear stress is sin-
gled out representationally (e.g. Chomsky & Halle, 1968;
Truckenbrodt, 1995). Leaving it representationally at the same
level, however, seems more compatible with the observation
that the final accent is not phonetically special. For example,
Pierrehumbert (1979) showed that final accents are perceived
as more prominent despite their lower Fq (a result of declina-
tion and downstep), and lower intensity (a result of intensity

28 Syntactic levels are defined as all constituents having been merged within the same
cycle or ‘phase’, details will not be discussed here.
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down-drift). In addition, Liberman and Pierrehumbert (1984)
found that the Fq of final accented words is in fact lower even
than would be expected based on declination and downstep
effects, and label this effect ‘final lowering’. From a purely
acoustic point of view, there is no sign then that the nuclear
accent should be ‘prominent’. The reason it is still perceptually
the most prominent nevertheless, is not to be found in the
acoustics. We ‘get away’ with allocating less intensity and
lower pitch to it, arguably due to a perceptual principle that
has the effect that final constituents are inherently salient. So
maybe it is not necessary to encode the special status of the
last prominence within a domain in the metric representa-
tion—it is singled out already by being last.?®

While phrasal prominence is simply represented as ‘last
among equals’ in Wagner (2005), focus prominence (as well
as word stress) is represented via grid height, similar to the
standard account. The prominence of focused constituents
and the reduction of given constituents comes about through
‘prosodic subordination’, where certain constituents project
higher due to focus while others that do not are thereby subor-
dinated. Wagner (2005). This process of subordination leaves
phrasing intact.*°

(20) Representation of focus prominence according to \Wagner
(2005, 2010):

a. Left-Branching, initial focus:

ments (and affects the acoustics of words in a different way
compared to other factors), an effect replicated in Bishop
et al. (2019).%"

If we dissociate the representation of phrasal effects on
prominence from focal effects of prominence in this way, then
we no longer expect that the phonetic correlates of phrasal
prominence and focus prominence will be the same—even if
they both influence perceptual prominence.*?

How then do we get from the unlabeled metrical grids in (19)
and (20) to the acoustic realization of the utterance? The rep-
resentation allows us to state generalizations about duration
an intensity as follows: Vowels that project to higher grid lines
will receive higher intensity and duration than vowels project-
ing to lower grid lines (this is how focal prominence comes
about); vowels associated with a mark on a given grid line will
receive decreasing amounts of intensity compared to earlier
vowels that project to the same level (‘down drift’); and intensity
is increased after an initial ‘(-boundary (‘initial strengthening’);
vowels that precede a ‘(" boundary are lengthened proportional
to the grid line at which the ‘(’- boundary occurs (‘pre-boundary
lengthening’). Crucially, a word that is more prominent than
another word can either have higher intensity (if its greater
prominence is due to focus prominence) or lower intensity (if
its greater prominence is due to phrasal prominence).*®

b. Right-branching, initial focus:

( x ) )

( x ) x ) (X ) x X )

( x ) x ) x ) (X ) x ) x )

( X X )N X X )N x x ) ( x x )N x x N %X %X )
A B C A B C

In this metrical representation, focus and phrasing affect the
phonological representation in rather different ways, which
both contribute to the percept of prominence. Both the height
of projection (which is affected by focus, among other factors),
and being last in a sequence of equal grid marks will contribute
to the perceived prominence of a constituent. And these are
just two out of potentially many factors that may affect per-
ceived prominence. Cole et al. (2010), for example, proposes
that word frequency independently affects prominence judg-

29 \We note that it is not the case that naive listeners will necessarily pick out the word
carrying nuclear stress when asked which is the most prominent word. The notion
‘prominent’ is not self-explanatory. Trained annotators, however, such as our two
annotators, show a high correlation annotating where the nuclear accent falls. Also, naive
speakers will align the high tone of the vocative chant with the nuclear accent. This shows
that the notion ‘nuclear stress’ is real, even if it is not trivial to define it in terms of
prominence.

3% Prosodic subordination is similar in effect to the ‘swap’ discussed in Biiring (2010),
where in a given line on the grid the unique mark that projects to be the head with a domain
can be changed or ‘swapped’, such that an F-marked constituent projects and the one that
should have projected by default does not. In Wagner (2005), instead of ‘swapping’ which
grid mark becomes the head, it is the grid mark(s) on the constituent bearing an F-marker
that projects higher up, while the remainder remain untouched. Note that the precise grid-
distribution in Wagner (2005) is slightly different due to the way the metrical tree is derived
recursively from the syntactic structure, by computing relative prominence between sister
constituent from inside out. See Biring (2016) for arguments in favor of a sister-based
algorithm similar to the one proposed in \Wagner (2005).

How do the phonological events associated with a particular
tune, such as pitch accents and boundary tones, get associ-
ated with the right vowels, given a representation that does
not identify which level of the grid corresponds to the intona-
tional phrase? Liberman (1975) and Pierrehumbert (1980)
already presented frameworks in which tone association rules
simply make reference to the height of grid columns, such that
all grid marks projecting to the top grid line are associated with
pitch accents, whose identity depends on the overall tune that
was chosen for an utterance. Focus-induced subordination, in
combination with the convention that only syllables with grid
marks that project highest will receive a pitch accent, will have

31 Note also that in this account, no assumptions about right-headedness of prosodic
constituents above the word level have to be made.

32 Note that this view does not sit well with the idea in Biiring (2010) and Féry (2013) that
languages differ in whether they use focus prominence as defined here or instead exploit
phrasal prominence to ‘align’ focus with prominent positions in the sentence. But we note
that it is not clear that languages that encode focus purely via phrasing really mark the
same focus presupposition as focus prominence does in languages like English and
German. Discussing this in detail would go beyond the scope of this paper.

33 Note that to state these generalizations on the left parentheses of the grid (‘') need to
be referred to, we could omit ‘)’ altogether, following ideas in Idsardi (1992). This is one
reason why Wagner (2005) actually used pipe-symbols instead of the directed parentheses
used here. Pitch scaling effects can also in principle be stated in relation to the grid (see
Wagner, 2005, 140ff).
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Table 6
Confusion matrix for the annotation of Broad Focus utterances depending on phrasing.
Constituency Broad First Second Third
1 (AB) C 28.00 2.00 12.00 69.00
2 A (BC) 43.00 11.00 6.00 60.00

the effect that focused words will be accented, and material
after the focus will not be. This will result in focused words
being more prominent compared to non-focused material.
Additional association rules are needed that relate boundary
tones to boundaries in the grid.

One distinguishing feature of this representation is that not
every utterance has equally many grid lines above the word-
level. Single-word utterances might have none, and most sen-
tences might only have one or two grid lines above the one cor-
responding to the word, depending on the syntactic structure of
the utterance. The metrical presentation is hence more parsi-
monious than the one standardly assumed. Gussenhoven
(1990) and Gussenhoven and Rietveld (1992) also proposed
a model of tonal association that is compatible with this idea.

The proposed representation is compatible with at least
some observations about the placement of ‘phrase accents’.
These are the tonal events following the pitch accents of a
tune, which are usually assumed to be tied intermediate
phrases. However, their distribution could be characterized
instead in reference to secondary prominences (lower grid
marks) in the metrical grid. For example, the final mid-level
tone of the vocative chant in American English appears to
sometimes align with an unstressed syllable directly after the
pitch accented syllable (for example when the utterance just
consists of a bisyllabic name with initial stress), and sometimes
with a post-nuclear secondary stress (whenever there is a syl-
lable carrying stress following the nuclear stress) (cf. Grice
et al., 2000; Liberman, 1975). This phrase accent might simply
associate with the first grid mark of the next level down after
the nuclear stress (the last grid mark on the top line) (see
Wagner, 2005, 153ff). It remains to be seen whether the metri-
cal representation assumed here is compatible with all align-
ment patterns of phrase accents observed in the literature
(e.g. Grice et al., 2000; Barnes et al., 2010).

In light of our experimental findings, a dissociation of the
phonological representation of phrasal prominence and focus
prominence seems desirable then. We acknowledge, however,
that there is also some indication that we should not com-
pletely dissociate these notions. For example, the errors that
annotators made for the broad focus condition suggest that
they confounded focus prominence and phrasing prominence,
as illustrated in Table 6.

Most of the wrong classifications of focus in constituent A
and B involve cases in which they had phrasing prominence,
i.e., they were wrongly annotated as focused in a case were
they were final in a prosodic domain. This suggests that at
least in perception, focus prominence and phrasing promi-
nence are confusable.

Itis also conceivable that just looking at the discrepancies in
the phonetic cues in the way we have done is simply mislead-
ing. Maybe if we looked at the data in a different way, there
would be a greater uniformity in how the two kinds of promi-
nence are cued. Suppose, for example, that the ‘real’ cue to

prominence is the number of pitch pulses on a word (i.e., the
product of the Fy frequency and the duration), or the total
energy exerted (i.e., the area under the intensity curve, which
combines the effects of intensity and lengthening). Such
aggregate measures could in principle lead to a greater unifor-
mity of the cues for the two kinds of prominence. We added
plots of these two types of measures in the Supplementary
materials. They qualitatively look very similar to the duration
plots, however, and therefore fail to create a more uniform pat-
tern for focal and phrasal prominence. However, maybe we
simply haven’t thought yet of the right dependent measure that
would accomplish this.>*

6. Conclusion

An experiment looking at interactions between different
functional dimensions (focus, constituency, speech act) pro-
vided evidence that changes in the location of focus mainly
affects the prosodic prominence pattern of an utterance, and
leaves its prosodic phrasing intact. More specifically, placing
early focus does not neutralize phrasing distinctions in the
post-focal domain. This speaks against some theories of sen-
tence prosody that predict such a neutralization. The results
speak in favor of a representation that does not conflate
focus-related effects on prominence with constituent-
structure-related effects on phrasing. We also found that the
phonetic cues to phrasing-related prominence are substantially
different from the cues for focus-related prominence. This pro-
vides evidence that focus-related effects on prominence
should be represented differently from constituent-structure-
related effects on prominence.

We discussed one theory of metrical prosody compatible
with these findings, which disentangles phrasing and promi-
nence, the metrical grid proposed in Wagner (2005). In this
representation, focus affects prominence by changing the
height at which certain constituents project on a metrical grid,
while phrasing only affects the placement of metrical bound-
aries. Phrasing-related effects on perceived prominence are
attributed to the salience of final constituents over non-final
domains within a domain, rather than representing them (like
focus) by projection-height.

An interesting side-result of our study is that intensity
appears to be better cue to phrasing than Fy scaling. The
observed phrasing-related intensity pattern goes beyond the
intensity ‘downdrift already observed in Pierrehumbert
(1979). Given the inherent link between intensity and Fp, we
observed that this pattern raises the possibility that some
apparent Fq correlates of phrasing, for example pitch-accent
scaling, might actually be an indirect consequence of a primary
manipulation of intensity to encode phrasing. More research

34 A promising measure we have not considered yet is the combination of FO information
with the periodic energy curve (Albert, Cangemi, & Grice, 2018; Cangemi, Albert, & Grice,
2019).
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will be needed to explore this result. It remains to be seen, for
example, whether this is also perceptually an important cue to
phrasing.

It is clear that our discussion of the two types of promi-
nence, and of the proper representation of sentence prosody,
remains very preliminary. Both the metrical representation we
favored here and the more standard representation based on
the prosodic hierarchy fail to do justice to the fact that prosody
is produced incrementally in real time. Any static representa-
tion of sentence prosody may miss generalizations that only
make sense from an incremental point of view, and once the
locality of production planning (cf. Keating & Shattuck-
Hufnagel, 2002) and the dynamics of articulating in real time
are taken into account (cf. Mucke, Grice, & Cho, 2014). Which-
ever approach to sentence prosody we take, we will have to
account for the fact that the prosodic effects of focus and those
of constituent structure are (largely) orthogonal—even if their
effect on perceived prosodic prominence is not.
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